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ABSTRACT 

This study examines the reliability of automatic speech recognition (ASR) software used to teach English 
pronunciation, focusing on one particular piece of software, FluSpeak, as a typical example. Thirty-six 
Korean English as a Foreign Language (EFL) college students participated in an experiment in which they 
listened to 15 sentences that appeared in FluSpeak and recorded their voices, repeating sentence by 
sentence. The ASR software analysis of their production was then compared to pronunciation scores 
determined by native English speaking (NES) instructors. Although the correlation coefficient for 
intonation was nearly zero, indicating that ASR technology is still not as accurate as human analysis, the 
software may be very useful for student practice with aspects of pronunciation. The paper suggests a lesson 
plan for teaching English pronunciation through ASR software.  
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Introduction 
 
Computer-based pronunciation training has emerged thanks to developments in automatic speech recognition 
(ASR) technology (described in technical detail in Witt & Young, 1998; Herron, et al., 1999; Menzel, et al. 
2001; Beatty, 2003). However, even as foreign language teachers become increasingly aware of the advantages 
of using ASR software, they have become concerned with the reliability of machine-scored pronunciation.. This 
concern stems from their belief that a high degree of agreement should be obtained between automatic and 
human scores. Finding a high degree of correlation between the two would increase the use of ASR software for 
pronunciation training. Coniam (1999, p.49; 1998) has already suggested the development of an assessment tool, 
such as a  reading aloud test via voice recognition technology; that is, students read aloud sentences that are 
scored by the voice recognition software. 
 
The prime purpose of this pilot study is to determine the correlation coefficient between the pronunciation scores 
of one automatic speech recognition software, FluSpeak, and those of NES instructors, using Korean EFL 
college students as subjects. To this end, this paper will undertake three tasks. First, it will briefly overview the 
architecture of ASR in pronunciation software, including FluSpeak. Second, it will describe the experimental 
procedures employed to determine the correlation coefficient between the scorings of FluSpeak software and 
those of NES instructors and analyze the data used to determine correlations among the several variables. 
Finally, it will suggest the pedagogical implications for effectively teaching pronunciation with ASR software, 
both in the classroom instruction and for self-training. The paper concludes by discussing future directions in 
determining more accurately the correlation between ASR and human scores. 
 
 
Architectures and Features of ASR 
 
ASR is a cutting edge technology that allows a computer or even a hand-held PDA (Myers, 2000) to identify 
words that are read aloud or spoken into any sound-recording device. The ultimate purpose of ASR technology is 
to allow 100% accuracy with all words that are intelligibly spoken by any person regardless of vocabulary size, 
background noise, or speaker variables (CSLU, 2002). However, most ASR engineers admit that the current 
accuracy level for a large vocabulary unit of speech (e.g., the sentence) remains less than 90%. Dragon's 
Naturally Speaking or IBM's ViaVoice, for example, show a baseline recognition accuracy of only 60% to 80%, 
depending upon accent, background noise, type of utterance, etc. (Ehsani & Knodt, 1998). More expensive 
systems that are reported to outperform these two are  Subarashii (Bernstein, et al., 1999), EduSpeak (Franco, et 
al., 2001), Phonepass (Hinks, 2001), ISLE Project (Menzel, et al., 2001) and RAD (CSLU, 2003). ASR accuracy 
is expected to improve. 
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Among several types of speech recognizers used in ASR products, both implemented and proposed, the Hidden 
Markov Model (HMM) is one of the most dominant algorithms and has proven to be an effective method of 
dealing with large units of speech (Ehsani & Knodt, 1998). Detailed descriptions of how the HHM model works 
go beyond the scope of this paper and can be found in any text concerned with language processing; among the 
best are Jurafsky & Martin (2000) and Hosom, Cole, and Fanty (2003). Put simply, HMM computes the 
probable match between the input it receives and phonemes contained in a database of hundreds of native 
speaker recordings (Hinks, 2003, p. 5). That is, a speech recognizer based on HMM computes how close the 
phonemes of a spoken input are to a corresponding model, based on probability theory. High likelihood 
represents good pronunciation; low likelihood represents poor pronunciation (Larocca, et al., 1991). 
 
While ASR has been commonly used for such purposes as business dictation and special needs accessibility, its 
market presence for language learning has increased dramatically in recent years (Aist, 1999; Eskenazi, 1999; 
Hinks, 2003). Early ASR-based software programs adopted template-based recognition systems which perform 
pattern matching using dynamic programming or other time normalization techniques (Dalby & Kewley-Port, 
1999). These programs include Talk to Me (Auralog, 1995), the Tell Me More Series (Auralog, 2000), Triple-
Play Plus (Mackey & Choi, 1998), New Dynamic English (DynEd, 1997), English Discoveries (Edusoft, 1998), 
and See it, Hear It, SAY IT! (CPI, 1997). Most of these programs do not provide any feedback on pronunciation 
accuracy beyond simply indicating which written dialogue choice the user has made, based on the closest pattern 
match. Learners are not told the accuracy of their pronunciation. In particular, Neri, et al. (2002) criticizes the 
graphical wave forms presented in products such as Talk to Me and Tell Me More  because they look flashy to 
buyers, but do not give meaningful feedback to users. The 2000 version of Talk to Me has incorporated more of 
the features that Hinks (2003), for example, believes are useful to learners: 

 A visual signal allows learners to compare their intonation to that of the model speaker. 
 The learners' pronunciation accuracy is scored on a scale of seven (the higher the better). 
 Words whose pronunciation fails to be recognized are highlighted. 

 
More recent ASR programs that have adopted HMM include Subarashii (Entropic HTK recognizer used), VILTS 
(SRI recognizer), FLUENCY (Carnegie Mellon University SPHINX recognizer), Naturally Speaking (Dragon 
Systems), and FluSpeak (IBM ViaVoice recognizer). Those interested in more detailed technological 
descriptions of each ASR program may refer to Holland (1999) and other articles in the Calico Journal, Special 
Issue, Vol. 16 (1999). FluSpeak (MT Comm, 2002a), which was used in this study, will be described in more 
detail in an attempt to show how HMM based programs are built and how they score learners' pronunciation. 
 
FluSpeak is divided into four types of practice: English Pronunciation Practice with consonants, consonant 
clusters, vowels, and diphthongs; Intonation Practice; Dialogue Expressions Practice; and a Pronunciation Test 
that covers the Pronunciation and Dialogue activities. Students can listen to sounds or words with an animated 
video clip showing a native speaker's mouth and tongue movements. They can then record their voice repeating 
the sounds or words. When their pronunciation is recognized by the software, their pronunciation accuracy is 
displayed in a spectrogram on the screen, so that they can compare their pronunciation to native speech visually 
(see Figure 1). 
 

 
Figure 1. FluSpeak: Spectrogram (MT Comm, 2002) [Used with permission] 
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Besides the video of the native speaker’s face and the spectrogram, visual aids include a graphical display of the 
vocal tract and speech wave forms. 
 
For Intonation Practice, students listen to the native speaker's pronunciation of a sentence, while seeing the 
intonation curve shown in yellow on the screen. They then repeat after the native speaker, and the intonation 
curve of their own pronunciation is visually displayed in red with a score, so that learners can compare their own 
intonation with the model (see Figure 2, box in upper right). 
 
Dialogue Expressions Practice consists of 40 units of beginning through intermediate dialogues that would be 
used in ordinary conversations. Students listen to the speaker's model pronunciation as often as they want before 
recording into the program. When the accuracy of their pronunciation reaches a minimum level of recognition, 
scores for all individual words in the utterance and their averaged score are displayed on the screen. Until the 
threshold level of recognition is reached, a voice signal “please try again” is heard. Learners can role-play with 
the computer by clicking on a button. During practice at this stage, sentences are not displayed in writing to 
prevent learners from relying on reading the sentences, while repeating them. Learners can also check their 
performance during practice when each unit is completed. Cartoons depicting the context of the dialogue are 
displayed in the clock-shaped control panel at the left of the screen (see Figure 2). 
 

 
Figure 2. FluSpeak: pronunciation Practice.. FluSpeak (MT Comm, 2002) [Used with permission] 

 
 
FluSpeak's automatic pronunciation scoring system  was developed using 30,000 full phonemic models, based 
on the utterances of 1,500 native speakers of American English and 200 English learners, and on acoustic 
information about 200,000 words and their pronunciation variants.  
 
The ARS operates according to a proprietarial recognition algorithm that MT Comm (2002a)developed over 
many years. According to a research report released by MT Comm (2002b) these phonemic models realistically 
represent the system of American pronunciation since they are abstracted from the utterances of a large number 
of native speakers and have proven to be 99.9% reliable in measuring the pronunciation of native English 
speakers who did not participate in building the original database.  
 
FluSpeak measures the percentage of similarity of the L2 speaker's intonation pattern to the native speaker's 
intonation pattern. The software searches for the most probable phoneme to best match an utterance, based on 
the database of 30,000 phonemic models and 200,000 lexical entries. FluSpeak computes the score, based on the 
percentage of a learner's pronunciation accuracy compared to the model, plus a reliability point. However, since 
intonation refers to low or high pitches in a sentence, it is extremely difficult to register intonation using only a 
sound wave. In order to do so, abstracting the pitch of the sound signal is necessary. The value of pitch in a high 
tone is small (narrow), whereas that in a low tone is large (wide). One can compute the vibration value inversely. 
An additional problem arises in that the value of pitches varies depending on the individual speaker. Thus, it is 
difficult to determine the degree of correct intonation for different people based on the absolute value of pitch in 
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a sample. To solve this problem, FluSpeak does not determine the absolute value of pitch change, but rather it 
computes the relative change of pitch determined by the length of a sound. 
 
 
Methodology 
 
Subjects 
 
Thirty-six students enrolled in the author's intermediate General  English Division conversation course for the 
fall semester of 2003 participated in this experiment. Students were admitted to the course as a sequel to a 
beginning English conversation course which they took in the spring semester of 2003. These students were 
enrolled in this General English Division course, required for all freshmen, solely based on completion of prior 
coursework. 
 
 
Procedures for Collecting Data 
 
Warm-up session 
 
The experimental session used for the study was preceded by a warm-up session during which students were 
asked to familiarize themselves with the FluSpeak software and try it out on their own for twenty minutes at the 
multimedia lab of the author’s university. They practiced repeating the sentences, recording them into the 
program, listening to their own voice, and comparing their voice with that of native speakers by seeing the scores 
and intonation curves displayed on the screen. The purpose of the warm-up session was to eliminate beforehand 
any technical difficulties that might arise from using the software. 
 
 
Experimental session 
 
Once students were familiar with how to use the FluSpeak software, they were asked to glance through a list of 
15 sentences on a sheet. They were told that they should read these sentences, one by one, as naturally as  
possible once after they heard the native speaker’s voice on the program. For having their speech recorded  they 
were told to do the following:  1) They click a yellow square button that appears in a row at the bottom of Figure 
3. The first yellow square button plays the first sentence. And they then click the play button on the screen of the 
program.  2) They look over the sentence on the list given, while listening to it on the program. They repeat the 
sentence they hear as many times as they want. 3) Once they feel comfortable with repeating the first sentence, 
they click the second yellow square button and listen to the second sentence by clicking the play button. At this 
stage students’ repeating of the first sentence is automatically recorded.  
 
During the warm-up session the author explained to students that they should read the sentences as connected 
utterances and as closely as possible to the way that FluSpeak reads them. Raters were also made aware of the 
fact that students were supposed to read sentences as connected speech . 
 
A special arrangement was made with the FluSpeak producers for students' recordings to be saved into a local  
file since in the commercial product students' utterances cannot be saved. The experiment used all new sentences 
unfamiliar to the students but similar to those they had studied during previous coursework. The scores for 
individual words, bar graphs, and intonation curves were displayed to students as in Figure 3, but only the 
numeric scores were saved for the purposes of the experiment. Thus, students were able to learn as the 
experiment proceeded, just as they would have in a normal session with the software. During the experiment 
students were allowed to practice reading the sentences several times and to save the attempt which they thought 
was the best. There was no specific time limit set, but the total average time taken for reading the15 sentences 
turned out to be 30 minutes.  
 
 
Retrieval of students' speech samples and FluSpeak scores 
 
Thirty-three student utterances (the total completing the study) stored in the experimental file were retrieved and 
saved onto an audio CD. The remaining three student samples were discarded since these subjects did not 
complete the entire experiment. As explained earlier, the FluSpeak program rates English learners' speech by the 
accuracy of words within a sentence and their intonation, each on a 100 point scale. These two scores for all 
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speech samples were retrieved and averaged into a mean score to see how the FluSpeak scores would correlate 
with native speakers' holistic ratings. Intonation scores were also retrieved separately in order to determine the 
correlation coefficient between human scores and those judged by FluSpeak. 
 

 

 
Figure 3. The scores for individual words, bar graphs, and intonation curves displayed to students 

 
 
Development of the rating scale and scoring of students' speech samples by NES instructors 
 
A review of L2 phonology studies reveals that the holistic rating of  fluency is the preferred method because of 
the difficulty of quantifying prosodic deviance in terms of discrete phonetic errors. Witt and Young (1998) 
define pronunciation quality as based on both phonetic and prosodic features. They believe that for beginners, 
phonetic characteristics are of greater importance because these cause mispronunciations. But they stressed that 
as learners’ fluency increases, more emphasis should be given to teaching prosody, i.e., intonation, stress and 
rhythm (p. 26). The author had to develop a new pronunciation rating scale for this experiment since those 
existing in the literature did not fit the purpose of this study. 
 
Holistic rating of English learners' pronunciation is reported in a number of studies (Adams, 1979, Prator & 
Robinet, 1985; Wong, 1987; Anderson-Hsieh & Koehler, 1988; Morley, 1991; Anderson-Hsieh, at al., 1992; 
Koren, 1995; Munro & Derwing, 1995; Derwing & Munro, 1997). Most researchers attempt to measure the 
raters’ overall impression of stress, rhythm, phrasing, and intonation. This study adopted a four-point scale 
without midpoints between the whole numbers, as shown in Appendix B.  
 
The evaluation method (see Appendix B) that the author adopted in this paper consists of a four point scale, 
ranging from 0  to 3 without midpoints allowed in-between. Points 0 indicates least-native like fluency in that 
the speaker’s pronunciation entails many pronunciation errors and foreign accents and intonation patterns, which 
makes the listener get lost. In contrast, Point 3 indicates most native-like fluency in that the speaker’s 
pronunciation entails occasional pronunciation errors, but makes her clearly understood. Point 1 indicates the 
existence of frequent pronunciation errors and foreign accents and intonation patterns that make the speaker’s 
pronunciation somewhat difficult to understand. But Point 2 indicates the existence of some consistent 
pronunciation errors and foreign accents and intonation patterns, and yet does not make the speaker’s 
pronunciation understandable with some efforts to listen. 
 
Student speech samples were rated by three NES instructors who were teaching at the author’s university. These 
American instructors (two males and one female) possessed higher degrees in TESOL or Linguistics from 
American universities. They have been teaching English at the General English Division of the university for 
some five years on the average, so they are familiar with their students’ pronunciation. They were given 
instruction as to how to rate student utterances using a 4-point rubric and did some preliminary rating practice 
with speech samples before they scored the student productions for this study. Each of the three raters were 
given an audio CD that contained student speech samples, and were asked to score the speech samples 
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independently, based on the 4-point scale. They were then asked to write points in the column of the scoring 
sheet. When they rated students pronunciation, they were asked to remain consistent across all items. Especially 
when they felt hesitant to rate speech samples, they were asked to listen to them several times and come up with 
a most accurate rating. 
 
The Pearson correlation coefficient was calculated for the set of three scores thus produced for each speech 
sample. The ratio (r=0.49) turned out to be not very high, indicating that the ratings were not consistent across 
the three scorers. The instructors were then asked to rate the speech samples again, this time discussing the 
scores when they were not within one point of each other on the rating scale until they arrived at closer 
agreement. The Pearson correlation coefficient for these adjusted scores went up to 0.69, which means that the 
scores determined by this adjustment process were relatively reliable. The final scores of all three raters on the 
experimental data were subsequently averaged into mean scores. 
 
 
Integration of scores for cross-comparison  
 
FluSpeak scores for word and intonation and their averaged totals were recorded into the table of raw data for 
ananlysis. 
 
 
Data Analysis and Discussion 
 
The WinSPASS program (SPSS Korea, 2002) was run on the four kinds of pronunciation ratings appearing in 
Appendix C to calculate correlation coefficients between FluSpeak ratings and those of native instructors. 
Correlation coefficiency between two variables for each speaker was computed in order to assess their 
consistency. 
 
 
Correlation between FluSpeak ratings and those of NES instructors at the speaker level 
 
Mean scores for words and intonation, as rendered by the FluSpeak program, are juxtaposed with those of native 
instructors per speaker (Appendix C, last row). The mean score at the word level judged by FluSpeak is 46.3 
indicating poor pronunciation (less than 50% accuracy), whereas that of the NES teachers is 1.9, or only a little 
less than 50%. The correlation coefficient between FluSpeak scores and NEI's scores at the speaker level is 0.56 
(p<0.01), that is, not very high, indicating a mediocre correlation between the two types of scores (see Table 1).  
 

Table 1. The correlation coefficient between FluSpeak scores and NEI scores 

Variable  Number  Mean  SD Correlation 
Coefficient 

FluSpeak Scores   33  46.3  9.3 
NEI Scores   33  1.9  .41 

  r=0.56 
  (p<0.01) 

 
 
However, as Table 2 demonstrates, the correlation coefficient between FluSpeak scores for intonation and NEI 
scores for general fluency is extremely weak (0.06, p>0.05). This indicates that the accuracy of judging 
intonation by FluSpeak may not be reliable at all. 
 

Table 2. The comparison between FluSpeak scores for intonation and NEI scores for general fluency 

Variable Number Mean SD Correlation 
Coefficient 

FluSpeak Scores   33  70.4  13.7 
NEI Scores   33  1.9  .41 

  r=0.06 
  (p>0.05) 

 
 

One major reason for this weak correlation originates in the varying pitch uttered by different people. Since 
FluSpeak measures the percentage of the similarity of L2 speakers' intonation pattern to that of the native 
English speakers, whose pitch varies naturally, one may assume that its score is likely to be unreliable. The way 
in which FluSpeak measures pitch contributes to its mean score (70.4) for intonation being much higher than that 
for the word scores (46.3). Another reason which seems to contribute to the unreliability of the FluSpeak scoring 
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system is related to construct validity. FluSpeak intonation is calculated on an algorithm which measures the 
intonation accuracy of students' speech samples. However, native speakers' scores are based on evaluating the 
overall fluency of students' speech, but not just their intonation. Thus, failure to establish any relationship 
between these two variables is not surprising since a comparison is being made between two scores that measure 
different objects. One way in which we can solve this kind of problem is to compare FluSpeak intonation scores 
with those that come from humans judging intonation only (if that is possible), a test which was not done in this 
study. 
 
One may cautiously conclude that the reliability of the FluSpeak scoring system is only moderate at the speaker 
level (0.56). This conclusion appears to be supported by the performance reports for software in several studies 
which looked at the reliability of their ASR engines. Franco, et al. (1997) and Kim, et al, (1997) report on 
correlations at three different levels between human scores and machine scores created by Stanford Research 
Institute’s ASR engine: 0.44 correlation between these two variables at the phoneme level, 0.58 at the sentence 
level, and 0.72 at the speaker level using 50 sentences per speaker. Ehsani and Knodt (1998) compare machine-
human correlations with correlations between human graders: 0.55 at the phoneme level, 0.65 at the sentence 
level, and 0.80 at the speaker level. Another set of studies with similar results include Rypa and Price (1999), 
who report a comparable relationship at the sentence level between human-machine score correlations (r=0.60 
on data drawn from the VILTS system they developed) and human-human correlations (0.68) between human 
scores and those of ASR software reported in Niemeyer, et al. (1998). A recent study done by Machovikov, et 
al., (2002) reflects more or less the same degree of correlation between experts’ rating and the ASR system’s for 
speaking 10 Russian digits (approximately 73%). See Table 3 for a comparison of these correlations. 
 

Table 3. Aspects of correlations between human and machine pronunciation scoring 
Variable Franco (1997); 

Kim et al. (1997): 
human-machine 

Ehasani & 
Knodt (1998): 
human-human 

Rypa & Price (1999); 
Niemeyer et al. (1998): 

human-machine 

Rypa & Price 
(1999): 
human-
human 

Machovikov 
et al. (2002): 

human- 
machine 

phoneme 
level 

0.44 0.55   73% 

sentence 
level 

0.58 0.65 0.60 0.68  

speaker 
level 

0.72 0.80    

 
 
The findings of these studies lend support to a belief in the reliability of the FluSpeak scoring system despite the 
apparently low correlations obtained in this small-scale study. The correlation coefficient of FluSpeak at the 
speaker level (r=0.56) runs considerably lower than that of SRI’s system (r=0.80; Ehasani & Knodt,1998), but is 
comparable to that of VILTS (r= 0.60; Rypa & Price, 1999).  A somewhat low correlation score by FluSpeak at 
the speaker level leads to the speculation that it may be more vulnerable to the idiosyncratic nature of the 
speaker's pitch. This is a subject for further investigation. 
 
There are other studies that look at other aspects relevant to the reliability of ARS scoring systems. Bernstein 
(1997) claims that the correlation level between machines and human graders can be as high as 0.85, based on a 
study conducted at Entropic with 20 to 30 short sentences per speaker. However, one may argue that such a 
correlation may not be a realistic goal once the system deals with longer sentences, e.g., those consisting of more 
than five words. A case in point is PhonePass (Ordinate, 2000; Berstein & Christian, 1996) which demonstrates 
the highest correlation coefficient (0.94) between human and machine scoring so far (288 non-native speaker 
subjects). However, the majority of utterances tested in Phonepass are words or phrases. Even when sentences 
are used, most of them are relatively short and loaded with somewhat easy words. In contrast, utterances tested 
in FluSpeak are relatively long, consisting of up to 12 words in dialogue form, and furthermore, are loaded with 
multi-syllabic vocabulary items such as landing card, purpose, declaration, belongings, and agricultural 
products. It may be assumed that the greater number of words per sentence and their level of difficulty explains 
the difference in correlation ratios between FluSpeak and other products. This assumption is supported by the 
result that FluSpeak scores for longer sentences (i.e., sentences 1, 3, 7, 10, and 11 in Appendix A) with multi-
syllabic vocabulary turned out to be considerably lower than scores for shorter easier sentences. One might 
assume that an increase in the number of utterances per speaker would increase the correlation coefficient 
further. However, a decrease in the number of words per sentence may be a more powerful indicator. 
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The Setting of the Recognition Accuracy Rate 
 
Another aspect of ASR scoring is the setting of the recognition accuracy rate. Ehsani & Knodt (1998) report that 
certain software, such as Subarashii (a Japanese language learning software), is built with a relatively low 
recognition accuracy rate in order to forgive students' accents. According to their two trial experiments, using 45 
students studying Japanese as a foreign language, recognition accuracy rates turned out to be extremely low 
(46% for the high school version and 36.6% for the Stanford university version). Naturally, the functional 
accuracy scores reported by the program in each case turned out to be relatively high (66.9% and 71.4% 
respectively). Ehsani & Knodt argue, however, that near perfect recognition accuracy may not be a necessary 
requirement for an effective speech or dialogue teaching system (1998, p. 55). However, the claim that 
recognition accuracy should be lowered at the expense of correcting faulty pronunciation does not appear to have 
face validity as a pedagogically sound approach. In fact, many ASR products allow users to adjust the difficulty 
level of sound recognition, depending upon the level of their expectations. Thus, a teacher could adjust the 
accuracy level very low so as not to discourage beginners, or raise it very high to work with advanced students. 
 
 
Pedagogical Implications for Teaching English Pronunciation 
 
Teaching pronunciation to EFL students at a low level can be a labor-intensive task for EFL instructors, 
especially when their classes have 30 to 40 students with a diverse range of proficiency levels. However, ASR 
pronunciation software such as FluSpeak can be used effectively in conjunction with live classroom teaching to 
develop oral skills. The author has taken the following four steps to blend live teaching with self-training in 
pronunciation for students enrolled in an intermediate English conversation course. 
 
 
Step 1: Choral repetition of each sentence after the speaker in FluSpeak software 
 
This step is a tuning-up session where instructors let students know what they are going to learn. If necessary, 
instructors explain the meanings of key words and useful expressions that need special attention. Students repeat 
after the model speaker on the software. During this time they are allowed to look at the sentences in the book. 
 
 
Step 2: Self-training initiated by students 
 
Once students have established some degree of familiarity with the target sentences in class, they can spend 
more time with the software in the lab, working sentences that are problematic for them individually. When 
students see the score of their own pronunciation on the screen, they have good reason to try again to reach a 
higher score. This motivation makes students stick to self-training and use the software for a longer period of 
time. One teaching tip is that adequate lab time should be allocated for students' self-training with the software. 
Their practice recordings are, of course, kept in the program file for the instructor's review.  
 
 
Step 3: Instructor's Q & A session 
 
An instructor takes up a whole class session to practice the dialogue student by student or in chorus. By this time 
students should feel somewhat confident with speaking the sentences since they have self-trained with them on 
the ASR software. The instructor asks the question in the dialogue and students respond individually or in group. 
During this time various other skills such as reading aloud can be practiced. 
 
 
Step 4: Student pair practice.  
 
Once students are ready to use the sentences in Steps 1 through 3, pairs of students sit near each other and take 
turns reading the dialogue sentences to their partners. 
 
 
Step 5: Students' simultaneous repetition with the model pronunciation on the software 
 
In a subsequent lab session students try to repeat the sentences almost simultaneously with the model speaker. At 
this step students are encouraged not to look at the script of the sentence they are repeating. This is the point 
where the fluency they worked on during the previous steps becomes evident. 
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Step 6: Role-play session and other creative skill-using activities 
 
Students are given an opportunity to role-play the dialogues in front of the class without looking at the script. 
Other creative skill-using activities include making up new dialogues based on the one they learned and pair or 
group presentation in front of the class. 
 
The lesson plan above exemplifies the case where ASR pronunciation software leads to communicative skills. In 
the author’s experience students feel more confident with speaking in class when they have practiced 
pronouncing the sentences privately. Also, were instructors to spend much time drilling students with 
pronunciation of the basic sentences in the dialogue, which is often the case, they would not have a reasonable 
amount of time to provide the opportunity for communicative practice. Furthermore, instructors tend to agree 
that this type of pronunciation drill is not always as successful as it should be and rarely can be adequately 
individualized. Thus, ASR use has two advantages: (1) students feel more confident in their speaking skill with 
individualized ASR-based training, and (2) human instructors can plan on more motivating communicative 
activities if they leave the low-level basic pronunciation drills to the ASR software. 
 
At the end of the class that the author taught during this study, he took a survey to determine students' reactions 
to this ASR-based pronunciation class. The survey showed that an overwhelming number of students (90%) 
reacted positively to the question, "Do you think that FluSpeak helps you improve your English in general ?" 
Their response to the question "Do you think that FluSpeak helps you improve your pronunciation?" was slightly 
lower (86%), and yet still highly favorable, indicating that students perceived an educational benefit from using 
the software. However, only 30 % of students answered favorably to the question, "Do you think that the 
pronunciation and intonation ratings of FluSpeak are accurate?" This indicates that students tend to discredit the 
FluSpeak software as a reliable tool for evaluating their pronunciation. One of the reasons for their apparent 
discontent with this aspect of the software might have something to do with the low pronunciation scores the 
software gave them. Several students complained about low pronunciation scores from FluSpeak, even though 
their pronunciation seemed to be above average as far as the author could judge them. Their idiosyncratic pitch 
may have been the culprit. 
 
 
Conclusions and Future Directions 
 
This study attempts to determine the correlation coefficient between the scores of ASR software and those of 
human raters, and to speculate on some of the reasons for apparent discrepancies between human and machine 
raters. An analysis of the experimental data using 36 Korean EFL university students reveals that the correlation 
coefficient is not high at the word level and near zero at the intonation level. These results hammer home the fact 
that the present state of technological development falls far below the desired level of accuracy. This, 
nevertheless, does not indicate that there is no value in adopting ASR software for pronunciation instruction in 
and out of the EFL classroom. Despite the fact that ASR software has its own limitations, as evinced in this 
study, it can be used as a valuable tool for teaching pronunciation to EFL students where NES instructors are not 
readily available. Related to this, the paper has addressed pedagogical and design implications for teaching 
English pronunciation to EFL students. 
 
To extend this study and validate the pronunciation scoring system of FluSpeak, or of any other ASR software 
for that matter, two research directions are conceivable. First, an experiment with the word recognition error rate 
of FluSpeak can be conducted to determine the accuracy of its scoring system more precisely. Word recognition 
error rate is widely used as one of the most important ARS measures (Jurafsky & Martin, 2000), and can be 
computed by a relatively simple formula, i.e., divide the words substituted for correct words, plus words deleted 
or inserted incorrectly, by the actual number of correct words in the sentence:  
 
          Substitutions + Deletions + Insertions 

Word Error Rate (%) = _______________________________ 
                          No. of words in the correct sentence 
                                                                                                                               (Jurafsky & Martin, 2000, p.420) 
                                                                       
 
In this formula, the lower the percentage, the more accurate the word recognition system. As a rule of thumb 
when the word error rate exceeds 10%, a new algorithm needs to be developed (Jurafsky & Martin, 2000). It 
would be interesting to compare the correlation coefficient determined in this type of experiment with the word 
recognition error rate of the ASR software explored above. Second, an experiment is needed to determine 
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whether ASR software accurately judges native speaker pronunciation. If the recognition rate of FluSpeak 
reaches somewhere around 80% for native speakers, one can say that its scoring system is highly reliable. 
 
In conclusion, ASR pronunciation software is not perfect nor will it be in the immediate future (Nerbonne, 
2003). However, it should be born in mind that ASR can be a valuable teaching aid for many foreign language 
learners. Furthermore, foreign language instructors will come to enjoy how much energy is saved for creative 
activities in their pronunciation classes. Atwell (1999) tells us that the incorporation of speech recognition 
technology into CALL software, along with moves to greater learner autonomy and the increase in open learning 
approaches, may in time offer new ways of constructing the learning experience, while fundamentally changing 
the balance between classroom and individual learning (p. 29). In the seminal book, Technology-enhanced 
Language Learning, Bush & Terry (1997) envision that from "curricular objectives to lesson planning . . . from 
teacher training to  software applicability, there will be no aspect of foreign language learning that will not be 
influenced by the technological revolution” (p. xiv). This revolution will make the foreign language instructor's 
language teaching job more creative, less labor intensive, and even more enjoyable when he or she is willing to 
embrace the technological changes that have surfaced in the foreign language classroom of the 21st century 
(Egbert &Hanson-Smith, 1999; Kim, 2003), one case in point being the ASR pronunciation software which this 
paper has explored. 
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APPENDIX A. The List of Sentences Read by Students  
 
Dialogue 1: What’s the purpose of your trip? 
 

1. Please give me your landing card and let me see your passport. 
2. What’s the purpose of your trip? 
3. I’m here on business, and I’m going to visit a relative. 
4. How long will you be staying? 
5. Where are you going to stay? 
6. Enjoy your visit. 

 
Dialogue 2: Do you have anything to declare? 
 

7. May I see your passport and declaration card, please? 
8. Do you have anything to declare? 
9. I don’t think so.  
10. I have my personal belongings and some presents. 
11. Are you carrying agricultural products such as fruits or seeds? 
12. Would you mind opening your bag? 
13. Is this CD player a gift? 
14. No, it’s for my own personal use. 
15. OK. That'll be all, thank you. 
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APPENDIX B. Pronunciation Rating Scale 
 
"Overall prosody" measures the raters' holistic impression of stress, rhythm, phrasing, and intonation. A four-
point scale, with no midpoints between the whole numbers, is used.  
 
Rating Scale 
 
Least Native-like |----------------|---------------|----------------|  Native-like 
                          0  1  2  3 
 
Pronunciation Accuracy Rubric 
 

0 Many pronunciation errors and foreign accents and intonation patterns that cause the speaker's 
pronunciation of the sentence to be completely unintelligible. 

1 Frequent pronunciation errors and foreign [non native-like] accents and intonation patterns that cause 
the speaker's pronunciation of the sentence to be somewhat unintelligible. 

2 Some consistent pronunciation errors and foreign [non native-like] accents and intonation patterns, but 
the speaker's pronunciation of the sentence is intelligible only with some effort. 

3 Occasional nonnative pronunciation errors, but the speaker's pronunciation of the sentence is clearly 
intelligible with effort from the listener.                       

 
Sample Scoring Sheet 
 

Item  2 6 7 8 10  13           
 1  1  1  1  2  2  1           

 
Important points to be aware of when rating students' pronunciation: 
 
Be consistent across all items and all students in rating students' pronunciation. 
If you are not sure of a student' pronunciation, listen to the item again.  
 


