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ICALT, the International Conference on Advanced Learning Technologies, brings together researchers working on different disciplines related to the design, development, use and evaluation of technology-enhanced learning environments and to devising the new technologies that will be the foundation of the next generation of e-learning systems. In the 2009 and 2010 editions, celebrated in the wonderful cities of Riga (Latvia) and Sousse (Tunisia), three hundred researchers discussed about several topics related to the technology in the educational processes. ICALT 2009 received 310 submissions (266 full papers, 35 short papers and 9 posters) and 73 of them were accepted as full papers (27.44%). The acceptance rate of full papers of ICALT 2010 was 31.03% and 302 papers were submitted to the conference (258 full papers, 36 short papers and 8 posters). Editors of this special issue selected a number of full papers of both editions that got the highest scores during the conference review processes. These papers went through a peer review process for this special issue. We’d like to thank all the reviewers that contributed with their judgment and comments to select the papers in this issue; their names listed below in recognition of their efforts. After the review process, 6 papers were finally selected to illustrate some of the main advances presented in both editions of the conference.

The first paper of this special issue is “Design and Implementation of a 3D Multi-User Virtual World for Language Learning”, authored by Ibañez et al, shows an approach to foster communication skills within a 3D multi-user virtual world with minimum teacher’s help. In the second paper, “Language Technologies to Support Formative Feedback”, Berlanga et al propose the automatic development of conceptual maps of student works to ascertain learners’ progress and identify remedial actions. Next paper, “Designing for Automatic Affect Inference in Learning Environments” from Afzal and Robinson, sets a discussion of motivational and methodological issues involved in automatic affect inference in learning technologies. Semantic web technologies and web 2.0 are two of the trending topics that provide mechanisms to improve the learning processes and the two following papers apply them in different approaches: while the fourth paper, “A Learning Content Authoring Approach based on Semantic Technologies and Social Networking: an Empirical Study” from Nešić et al, uses these technologies to improve the authoring of learning contents, the fifth one, “Designing Collaborative E-Learning Environments based upon Semantic Wiki: From Design Models to Application Scenarios” from Li et al, makes use of them to facilitate collaborative knowledge construction and maximize resource sharing and utilization. Finally, Sampson and Zervas in their paper, “A Workflow for Learning Objects Lifecycle and Reuse: Towards Evaluating Cost Effective Reuse”, introduce a workflow for learning objects lifecycle that can support their reuse and a set of metrics for cost effective of their reuse.

This special issue tries to provide to the reader a broad panoramic of some working areas of ICALT. We hope you enjoy this special issue and that you explore more contributions to this research area in next ICALT conferences.

We recognize the contribution of reviewers: Nian-Shing Chen, Kinshuk, Demetrios G. Sampson, and Telmo Zarraonandia.
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ABSTRACT

The best way to learn is by having a good teacher and the best language learning takes place when the learner is immersed in an environment where the language is natively spoken. 3D multi-user virtual worlds have been claimed to be useful for learning, and the field of exploiting them for education is becoming more and more active thanks to the availability of open source 3D multi-user virtual world development tools. The research question we wanted to respond to was whether we could deploy an engaging learning experience to foster communication skills within a 3D multi-user virtual world with minimum teacher’s help. We base our instructional design on the combination of two constructivist learning strategies: situated learning and cooperative/collaborative learning. We extend the capabilities of the Open Wonderland development toolkit to provide natural text chatting with non-player characters, textual tagging of virtual objects, automatic reading of texts in learning sequences and the orchestration of learning activities to foster collaboration. Our preliminary evaluation of the experience deems it to be very promising.
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Introduction

One of the best ways to learn a foreign language is to be exposed to real situations in which it must be used to communicate (Genesee, 1985; Nieminen, 2006). Considerable advantages can be obtained by introducing collaborative activities (Zhang, 2010), promoting the participants’ interaction with the environment and other members of the community. Nevertheless, the context must be somehow controlled; otherwise boredom or frustration might impede learning (Csikszentmihalyi, 1990).

A sound alternative to get the required level of linguistic immersion without losing control over the learning process are 3D multi-user virtual worlds (3DVWs). A 3D multi-user virtual world provides a shared, realistic, and immersive space where learners, by means of their avatars, can explore, interact, and modify the world (Bell, 2008; Calongne, 2008; Dalgarno & Lee, 2010; Dickey, 2005; Dillenbourg et al., 2002; Eschenbrenner et al., 2008; Girvan & Savage, 2010; Kallonis & Sampson, 2010). Furthermore, 3DVWs offer a rich environment in which learners can strongly interact with each other, increasing student’s motivations for language learning (Andreas et al., 2010; Chittaro & Ranon, 2007; Hendaoui et al., 2008; Kluge & Riley, 2008; Lee, 2009).

Being immersed in a real environment and being able to interact with members of the educational community is not enough to learn a new language. As in any learning process, instructional design that focuses on specific learning outcomes is very important. In relation to learning outcomes, The Instituto Cervantes in the Common European Framework of Reference for Languages states that the “communicative language competences are put into operation with the completion of various activities that include language comprehension, expression and interaction. These activities can be classified as passive (reading, listening) or active (writing, speaking)” (Instituto Cervantes, 2002). When students communicate in a foreign language, they should demonstrate literacy in all those four essential skills (Hinkel, 2006; Nation & Newton 2009).

Our project is inspired by Language Learning projects that already use 3D Virtual Reality Technologies (Avatar Languages, 2009; Three Immersions, 2008; Koenraad, 2008; Shih & Yang, 2008) that simulate real environments and in some cases, real situations to promote speaking skills. We conceive the 3D learning system as a whole, as an integrated set of technological and pedagogical issues that are tightly related to one another, having to be dealt with...
them independently but under a unifying light. This dual nature of our work will be reflected in this paper, in which we will describe both, the didactical developments as conceived, in the first place, and how they eventually have been brought into life by means of existing 3D technologies enhanced with our own developments. An analysis of existing related work will complete this schema. Finally we present a preliminary evaluation of our learning environment in terms of motivation, immersion, and participation in collaborative activities.

Related Work

Current instructional design models encourage active, rather than passive learning; they are based on constructivist theories whose central assumption is that humans create knowledge as opposed to acquiring it (Dewey, 1916; Ertmer & Newby, 1993; Vrasidas, C., 2000). Within the constructivist theory, there are two prominent schools: personal constructivism and social constructivism (Vrasidas, 2000). The former states that knowledge is constructed in the head of the learner, these principles follow Piaget theories. The latter assumes that knowledge is constructed in communities of practice, through social interaction (Vygotsky, 1978). Both schools emphasize the influence that the environment has on learners (Jonassen, 1994; Wilson, 1997).

Nowadays, information and communication technologies provide mechanisms to design and develop environments which facilitate the construction of knowledge and support personal and social constructivism (Perkins, 1992). Among the emerging technologies that can be used for distance education, 3DVWs is the one where it is possible to deploy truly immersive spaces fostering learner’s imagination with possibilities of interaction with the environment, the objects and other community members through avatars (Bell, 2008; Calongne, 2008; Dillenbourg et al., 2002; Eschenbrenner et al., 2008; Girvan & Savage, 2010; Kallonis & Sampson, 2010). Thus, 3DVWs have offered, from their very beginning, an excellent place for learning and teaching and some authors have issued guidelines for using the constructivist approach on them (Chittaro & Ranon, 2007; Dillenbourg et al., 2002; Huang et al., 2010). The principles stated suggest the use of visual elements of 3DVWs to immerse students into a situation where the problem to be solved is presented in a natural way. Besides, 3D objects and non-player characters (NPCs) are used as instruments of transmitting information and as tools for building knowledge as it is required by constructivist principles. Projects following these guidelines include those on 3D simulation, public events organization and collaboration (Dalgarno & Lee, 2010; Livingstone & Kemp, 2008).

- **3D simulations.** This family of projects immerses participants into learning situations where they can practice in a safe environment with possibilities of having an individualized feedback. Among the projects that use full interactive simulations, it is worth mentioning the “Genome Island” (Clark, 2009), where visitors find interactive versions of classical genetic experiments, or “The Heart Murmur Sim” (Boulos, 2007), a training space where learners should diagnose the illness of patients. In the context of learning foreign languages, simulations involve recreation of real-life situations to promote students engagement (Shih & Yang, 2008) or the recreation of English-speaking town where students can have rich conversations not only with native speakers but also with their peers (Koenraad, 2008).

- **Organization of public events.** These applications use 3DVWs as meeting points or as mediums to explore learning environments. This kind of activities are usual in Second Life, with examples like the “New Media Consortium Campus” (Linden Labs, 2006), but not exclusive of that platform: the project MiRTLE (“A Mixed Reality Teaching and Learning Environment”) (Callaghan et al., 2008), developed over Open Wonderland, is to be highlighted. Even if 3DVWs are one of the richest interfaces to be used for language learning, they are usually complemented with other tools and resources, like websites, audio chats, shared blackboards, etc. That is the case of the “3jSchool Chinese Language” (Three Immersions, 2008), whose virtual world, conceived for learning Mandarin, includes additional multimedia materials used in scheduled learning sessions.

- **Collaboration.** This last family of projects represents the essence of social constructivism, the possibility of creating knowledge within a learning community. Greenbush Edusim project (Greenbush Education Service Center, 2007) is an application in this category where students collaboratively build objects, as tangible knowledge.

A combination of these approaches is possible and even convenient for a foreign language learning environment.

In terms of learning strategies based on constructivism, instructional designers on 3D virtual learning environments have several possibilities (Girvan & Savage, 2010; Huang et al., 2010), here we survey some of them:
• **Situated learning.** It states that knowledge should be presented in an authentic context where it is possible social interaction (Dewey, 1916; Ertmer and Newby, 1993). 3DVWs enable deployment of simulations in realistic-looking environments.

• **Role playing.** Learners can assume different characteristics and personalities through their avatars (Holmes, 2007).

• **Cooperative/Collaborative learning.** 3DVWs can be seen as meeting points where learners can be aware of presence of peers, collaborate in building knowledge and communicate through the tools provided on these worlds (Chittaro & Ranon, 2007).

• **Problem-based learning.** 3DVWs allow to present ill-structured problems to solve, one of the principles of constructivism (Jonassen, 1994).

• **Creative learning.** H.M. Huang at al. (Huang et al., 2010) defend 3DVWs as environments that promote imagination and thus creativity.

If using 3D environments for teaching and learning seems a very sound option in general, when we focus on language learning the possibilities are really promising: 3DVWs become the ideal environment for deep linguistic immersion and realistic situated learning, without the need to travel to the places where the language to be learned is spoken. For the time being, our system includes 3D simulation of real conversations in downtown Madrid and group working specifically designed to enforce oral communication and information sharing. We base our instructional design on the combination of two constructivist learning strategies: situated learning and cooperative and collaborative learning.

All the learning foreign language projects reported concentrate their efforts in developing speaking skills but lacks of mechanisms to foster collaboration (Kreijns et al., 2003). In order to overcome these problems, the proposed system aims to develop the four communication skills orchestrated in a collaborative activity to achieve a final common goal.

**Case study**

The proposed learning experience takes place on a 3D multi-user virtual world that imitates cultural sights of Madrid in which a community of learners experience auditory and visual immersion. The scenery is filled with information about the life and work of D. Velázquez, one of the most important painters of Spain. Activities are designed to stimulate learners’ imagination, to motivate them to acquire knowledge and to promote collaboration. Learners represented by customized avatars of their choice, should explore freely the environment looking for information to achieve a final goal: to get access to The Prado Museum.

In our 3D learning scenario, the activities are structured as the interaction of avatars with 3DVWs elements: synthetic environment, 3D objects, NPCs and other avatars. They are designed to develop and practice the skills involved in learning a foreign language.

• **Reading skills:** Reading skills are promoted through information tagged to 3D objects included in the scenario. When one of these objects is selected, its name appears along with practical information (reading comprehension). For instance, associated with the street names are written anecdotes about events that occurred there in the time of Velázquez.

• **Listening skills:** Listening skills are encouraged through interaction with 3D objects and NPCs. Some 3D objects have associated audio that is triggered when learner approaches the object. For instance, associated with the statue of Velázquez is a speech about his major paintings. Learners can also hear pre-recorded conversations between NPCs (see Fig. 1). Simple conversations allow illustrating the use of grammar patterns and more complex conversations, related to cultural aspects of the lesson topic, allow the development of more advanced listening skills.

• **Writing skills:** Learners will develop basic writing skills using the vocabulary and grammar of the lesson to ask and give information to NPCs that understand simple constructions. This is done by using natural language processing chatbots. For instance, at Fig. 2 David is asking a female chatbot for an address.

• **Speaking skills:** The activities previously described are achieved primarily through the exploration of the virtual environment. All the learners can discover the same vocabulary and language patterns, but not all of them
receive the same information about Velázquez. Learners are divided into groups and each group will hear only some of the dialogs played by the NPCs. Learners should exchange the information received among their pairs in order to pass collaboratively a final test. See the back of Fig. 2, where two learners are talking.

![Figure 1. Practicing reading and listening skills](image1)

![Figure 2. Practicing writing and speaking skills](image2)

**Implications for an architecture to deploy 3DVWs to learn foreign languages**

The deployment of any learning environment over 3DVWs, and in particular those based on situated learning, requires a 3D scenery filled with meaningful 3D elements: 3D objects relating to the context of the application, and NPCs to simulate real-life situations in the learning environment. It is expected that these graphical elements in a 3D medium provide visual immersion to learners and thus engage them in the learning experience. Visual immersion can be fostered by using hardware devices providing the stereoscopic vision, 360 degree immersive virtual reality.

Avatars are the mediums learners have to interact with the virtual world, communicate with other avatars, and navigate through the world. To cover the interaction capabilities, our application requires multimodal information attached to 3D elements that can be viewed or heard when a learner selects or approaches them. These scripting possibilities will support the reading and listening skills. A more sophisticated way of interaction that is especially useful in our application is through NPCs provided with Artificial Intelligence tools that allow them to understand simple written sentences. By including this capability, the application supports the development of writing skills.

None of the above is possible without an adequate means of navigation through the world. Usually this is done via the mouse or the keyboard. Nevertheless, it is also desirable to have software elements to overcome the orientation problems in 3D.

The collaboration activity designed to develop speaking skills, requires students to work in groups and the possibility to give different information to each group. Thus, the system must provide capabilities to group students and security mechanisms that allow restricted access to information.

**Architecture**

We have built our 3D virtual learning environment with Open Wonderland (Open Wonderland Foundation, 2010), a cross-platform, free and open source software. The toolkit is written entirely in Java, it supports audio conferencing, desktop application sharing, and integration with external data sources. This platform has been chosen by the “Immersive Education Initiative” (Immersive Education, 2009) to integrate an ecosystem of platforms in which learning objects can be exchanged.

Open Wonderland has a distributed client-server architecture. We have extended its functionality by plugging in several modules required in our learning environment (see Fig. 3). Although each module has three components
executed in the client, the server and both client and server respectively, a module is identified as a client’s module when its primary functionality is executed on the client, otherwise is identified as a server’s module.

![Figure 3: Architecture design](image)

**Open Wonderland Server**

A 3DVWs is a composition of 3D scenes filled with NPCs, chatbots and smart objects that are installed by the administrator into the Snapshot Engine. In Open Wonderland, these graphical objects must be in the COLLADA (Arnaud and Barnes, 2006) format and are stored as XML files. In order to simplify the building of our 3D virtual learning worlds, we use the application Google SketchUp (Google, 2010) to create (or import) the 3D models required.

One advantage of Open Wonderland over other platforms is that it can be used to build collaborative 3D environments with spatial sound capabilities. These capabilities are provided by its Audio Engine and are particularly relevant for our Spanish learning environment because they provide full audio immersion. The audio immersion is achieved by attaching each audio treatment to a point in the 3D scene. The point can be, for instance, an NPC that identifies the source of audio, when an avatar approaches to that point, the user can hear the sound louder.

The audio data used to reproduce the NPCs conversations was obtained using a Text To Speech (TTS) technology that provides an acceptable quality. The audio files were created with TTS Reader (SpheNet, 2009) freeware software. As a future work, we are planning to use TTS technology to get the audio in real time, instead of using pre-recorded files.

A key aspect of our instructional design is the social interaction among students; this is implemented by grouping them in small units managed by the Group Management plug in.

Finally, each learning sequence must be orchestrated, it takes place in a scene and when the learning goals have been achieved, the avatar may be teleported to another learning sequence; this is done by the Portal Engine.
Open Wonderland Client

The visual component in a virtual world is essential to involve users in the virtual experience, therefore any platform to build 3DVWs provides a Rendering Engine to handle 3D graphics. In Open Wonderland 0.5 this engine is allocated in the client component and requires from the server’s Snapshot Engine the XML files representing the virtual world. We extended Open Wonderland’s Rendering Engine to provide visual immersion through the integration of a virtual-reality headgear as display. The new functionality allows the learner to switch into the full screen mode and set a 360º camera in order to watch through the world from any angle. The learner may also include new objects into the world; the easiest way to do so is by importing objects from Google SketchUp.

As avatars are users' representation in the virtual world, it is crucial that learners customize their avatars according to their preferences. As Open Wonderland 0.5 provides limited capabilities for this, thus we suggest using the Evolver 3D Avatar Generator (Darwin Dimensions, 2009) to create avatars and then import them into Open Wonderland’s Avatar Engine.

To ease the movement of avatars in the virtual world, we have developed the OSC Engine, an avatar manipulation engine that allows students to move their avatars through a SunSPOT (Smith et al., 2006) (a video demonstration is available in http://www.youtube.com/watch?v=kzd0AOHHiig), besides the keyboard and the mouse. The SunSPOT communication with the Open Wonderland client is achieved with the OSC protocol (Wright, 2005), an Open Sound Control protocol optimized for modern networking technology.

Any virtual world platform provides mechanisms to add functionality to smart objects through Scripting Engines. Our platform customized programming object behaviors as reaction to mouse and key events. In this regard, the cursor’s shape change when the mouse is over an object with information to the learner and text appears once the student clicks on a smart object. The changes made on the Scripting Engine promote reading skills and help students acquire vocabulary.

We distinguish among two types of characters controlled by our system: NPCs and chatbots. The first are synthetic characters which drive cyclical story line that perform dialogues depending on the student who approaches them. The last are used to transmit information to the students by simulating typical spanish people conversations. Chatbots encourage students to approach them when their avatars are in their surroundings, once done chatbots perform interactive dialogues with students. These behaviors contribute to the acquisition of listening and writing skills in our Spanish learning environment. ProgramD (Program D, 2009) an extended open source AIML platform was used to program the chatbots. As AIML (Artificial Intelligence Mark-up Language) is a XML-based programming language, it was necessary storing linguistic patterns and their possible answers related to the learning topic.

Finally, GPS Engine was developed to manipulate NPCs with an external device, a mobile phone with Symbian Operating System. The mobile phone uses the GPS technology to detect movement and send the NPC’s new position to the GPS client’s module via socket. In the future, we intend to use this technology to move the user’s avatar.

WebDav Server

Data common to all clients are stored in a WebDav-based content repository hosted by the Open Wonderland Server. With this content repository, the client can access these data via the HTTP protocol.

AIML data and Script data needed by AIML Engine and Scripting Engine respectively are stored in the content repository. AIML data are the XML files that hold patterns that can be introduced by clients along with their associated answers. The Script data are JavaScript files holding the behavior associated with keyboard and mouse events.

Preliminary Evaluation of the Learning Environment

We conducted a preliminary evaluation to determine the usefulness of our learning environment in terms of motivation, immersion into a situated learning experience, and participation in collaborative activities.
The participants were twelve non-native Spanish speakers and six foreign language teachers grouped in six different experiences located in the virtual world. Only one participant had previous experience in virtual worlds. Participants did not have initial training using our system.

In the study, we observed the participants interacting with the 3DVW and we used interview evaluation techniques with open questions to identify strengths and weaknesses of the learning environment. Participants felt unsure when the tour began but they soon gained self-confidence. Collaboration emerged naturally to overcome initial difficulties participants had in understanding what to do and how to do it.

“At the beginning, I didn’t know where to go. I asked my friend and he told me what to do.”
“It is weird to walk through the middle of the street.”

Activities were perceived as games, participants were seen really engaged, and most of them continued the discussion after the experience had finished. In terms of communication, 3D audio provided a strong feeling of immersion, text chat was perceived as useful to establish communication with partners physically distant in the virtual world and most of users asked for tools for writing notes. Those who came from outside Madrid reported it was useful to be into a 3D scenery where the city’s cultural activity could be observed.

“Although I understood the dialogues, I would like to have a block of notes.”
“It was fun to chat with the actors (chatbots).”
“Are you sure that Velázquez was a friend of Quevedo?”
“Good, we are at Madrid!”
“liked it, it is very visual.”

Despite features deployed to support orientation within the world, participants had difficulties to find locations. Furthermore, hardware devices provided to improve 3D visualization (Z800 3DVisor) and 3D interaction (SunSPOT), proved to be more a problem than a solution.

Conclusions and Future Work

3DVWs open the door to a new way of learning. Setting up realistic environments enhanced with a powerful set of learning oriented tools, these platforms allow for the implementation of sophisticated instructional models within a framework of richer information and cooperation.

In this paper, we have taken a step forward in the deployment of 3D virtual learning environments that fully exploit the immersive, interactive, and collaborative possibilities of 3DVWs. Technical and pedagogical features enrich our environments to provide students with formal and informal learning following less rigid curricula where a teacher is not always present. From the technical point of view, we included the use of haptic devices and natural chatting with NPCs. From the pedagogical point of view, we provide a collaborative environment where students will acquire and practice the necessary communication skills under the constructivist principles of situated learning and cooperative/collaborative learning.

We have conducted a preliminary evaluation to test the usefulness of our learning environment in terms of motivation, immersion into a situated learning experience, and participation in collaborative activities. The results were encouraging.

There is much more to improve in order to really convert a 3DVW environment into a learning platform. Another very important milestone will be the introduction of assessment procedures into 3DVWs, which is the challenge we are tackling now.
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ABSTRACT

Formative feedback enables comparison to be made between a learner’s current understanding and a desired learning goal. Obtaining this information is a time consuming task that most tutors cannot afford. We therefore wished to develop a support software tool, which provides tutors and learners with information that identifies a learner’s progress, and requires only limited human intervention. The central idea is to use language technologies to create concepts maps automatically from texts, such as students’ essays or Blogs. By comparing maps from students over time, or with maps created from tutor’s materials, or by other students, it should be possible to ascertain learners’ progress and identify remedial actions. We review existing tools for automatic construction of concepts maps and describe our initial explorations of one of these tools. This paper then introduces the theoretical background of the proposed tool, design considerations and requirements. An initial validation, which explored tutors’ perceptions of the tool showed that tutors found the approach relevant, but its implementation in practice requires to consider teachers’ practices, the tools already in use, as well as institutional policies.
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Introduction

According to Hattie and Temperley (2007) effective feedback should provide information that helps students to see where they are going (learning goals); feedback information that tells students “how they are going”, and feed forward information that points out to students “where to go next”. From the tutor’s perspective, providing this feedback requires several tasks, for example considering the learner’s position regarding the curriculum (i.e., his/her current stage of learning), assessing his/her level of understanding, identifying possible gaps in knowledge, and suggesting remedial actions. These are time consuming tasks, especially as learners may have different learning goals and backgrounds, and may follow divergent learning paths.

We believe that providing this feedback should be part of the next generation of support and advice services needed to enhance individual and collaborative building of competences and knowledge creation. The premise is that language technologies, and particularly Latent Semantic Analysis (LSA) (Landauer, McNamara, Dennis, & Kintsch, 2007), could be used for this. LSA creates a mathematical model in which both the domain knowledge and the knowledge of the learner can be projected thereby enabling the progress of the learner to be analysed (Clariana & Wallace, 2007).

Our aim is to design a tool that provides learners and tutors information about a learner’s conceptual development set side by side with the intended learning outcomes of the curriculum and of others in their learning group. The tool would use language technologies to extract such information automatically, enabling tutors to provide students with formative feedback in an efficient and time effective manner. This paper presents the design considerations and initial validation of such a tool. The first section presents the theoretical background, followed by design considerations and requirements. After this, the paper presents a review of existing technological solutions. We discuss the use of one of them when applied in a “mock-up” to explore the feasibility of our approach. Thereafter, the paper describes the initial validation of a first prototype of the anticipated service. It investigates the tutors’ perceived relevance and satisfaction of the approach. Finally, the paper presents conclusions and future work.
Theoretical background

Feedback, is a key element in formative assessment, can be defined as information provided by an agent (e.g., teacher, peer, book, parent, tool) regarding aspects of performance or understanding (Hattie & Temperley, 2007) with the aim of modifying thinking in order to improve learning (Shute, 2008).

In contrast with summative assessment, formative assessment does not have the intention of summarizing or grading the achievement of a student for certification purposes (Sadler, 1989); it occurs typically after instruction and seeks to impact on learning, by providing knowledge and skills or to develop particular attitudes or to advise the student on learning strategies (Hattie & Temperley, 2007; Sadler, 1989). It could be used both by teachers and students. Formative feedback provides teachers with useful information for making decisions regarding delivery of a programme on the basis of students’ progress diagnosis of any shortcomings in students’ learning and its remediation (Shute, 2008). Students and teachers use formative feedback to monitor the strengths and weaknesses of students’ performances, the former could be recognized and reinforced, whereas the latter modified or improved (Sadler, 1989). According to Shute (2008) formative feedback can reduce learners’ uncertainty on how well they are performing, can reduce their cognitive load (particularly with novice or struggling learners), can potentially promote learning, and provide useful information for correcting misconceptions. Formative feedback strategies include providing learners with information that moves them forward in their conceptual development, empowering them as owners of their own learning as well as “instructional resources” for individuals (Black & Wiliam, 2009).

Our ambition is to design a formative feedback tool that, with minimal human intervention, provides tutors and learners with information about learners’ conceptual development. The design considerations of the tool we envisage are grounded on three aspects: developing expertise, knowledge creation, and the process of measuring conceptual development. A full description is provided by Berlanga, Van Rosmalen, Boshuizen, and Sloep (in press).

Briefly, it has been observed that in the development of expertise, novices and experts differ in the way they structure their utterances and knowledge. Novices do so in networks that are incomplete, loosely linked and solve problems in long chains of detailed reasoning steps throughout these networks. In contrast, experts have well structured and organized mental frameworks. They structure knowledge so problems may be solved by omitting reasoning steps rather than by proceeding one step at the time. Differences between novices and experts are closely reflected in the textual utterances expressed by novices in their evolving domain knowledge. Thus the way novices and experts express their use of concepts and how they relate them to one another’s changes through time. This occurs in a systematically way and is based on learning experiences (Boshuizen & Schmidt, 1992; Arts et al., 2006; Boshuizen et al., 2004).

Second, theories of knowledge creation focus on how individuals and groups develop knowledge that is new to them. They stress that it is not transmitted untouched and unchanged from one knowledgeable person to another individual who is unknowing. In contrast, they emphasize that knowledge is constructed in a dialectical and social process. Not only explicitly stated knowledge and information is a source or result of this process but it also depends on a much bigger reservoir of tacit knowledge. Examples of knowledge creation theories include Stahl’s knowledge building cycle (Stahl, 2006), and the “SECI” process of Nonaka et al. (2000). Stahl proposes a model in which individuals build their knowledge in a cycle which comprises personal understanding and collaborative knowledge, and assumes that the construction of knowledge is a social process. The SECI process describes the interplay between the individual and group learning as four connected and interacting processes of knowledge conversion: socialization, externalization, combination and internalization. These processes can take place in different levels of sophistication, depending on how people create and employ a context for implicit and explicit communication, the quality of the input in the process, etc.

The third consideration is related to the process of measuring conceptual development. If we aim to develop a tool that provides formative feedback, learners should be able to judge the quality of their work. To this end they need to (a) possess a concept of the standard (or goal or reference level) for which they are aiming; (b) compare their actual (or current) level of performance with the standard; and (c) engage in appropriate action which leads to some closure of the gap between them (Sadler, 1989).

A well-known example of the use of computer modelling techniques to approximate the structure of a metacognitive theory (Schraw & Moshman, 1995) is the structural approach proposed by Goldsmith et al. (1991) which analyzes
how an individual student organizes the concepts of a domain. This involves three steps: (1) eliciting the student’s’ knowledge, (2) representing his/her elicited knowledge, and (3) evaluating this representation relative to some standard (e.g., reference model, an expert’s organisation of the concepts in the domain, reference).

**Design considerations and requirements**

Based on the theoretical foundations discussed above, the design of the proposed tool is grounded in the idea that providing formative feedback should consider that:

- A learner’s level of expertise is reflected in the way they use and relate concepts, when they express their knowledge;
- Learners develop their expertise in a knowledge building process, which encompasses cognitive and social perspectives; and,
- Learners should be provided with diverse ways of comparing their level of performance.

To this end, the service should provide learners with diverse ways of comparing their understanding against different reference models (Berlanga et al., 2009):

- Predefined reference model which considers intended learning outcomes described in, for instance, course material, tutor notes, curriculum information, etc.
- Group reference model, which considers the concepts and the relations that a relevant group of people (e.g., peers, participants, co-workers, etc.) used the most.

The idea is that the tool is used by a learner or a teacher to process text materials automatically (such as student input, learning materials, etc.), and in return obtain the most relevant concepts included in the input text and the relation between these concepts. The tool could then represent them visually as a concept map or as a list of concepts. If the text input consists of intended learning outcomes (such as course materials, books, etc.), then the result of the automatic process is the so-called predefined reference. If the text input consists of written output from a group of students (aggregated in a single text), then the tool produces the so-called group reference model.

The tool should also offer the possibility of generating comparisons between different texts inputs. For example, if a tutor decides to generate one concept map from a predefined reference model and another using text input from a student, they may be compared to identify which concepts the student is omitting from his/her text but are present in the learning materials. These comparisons could also be obtained from a group model and a predefined reference model. In this case the comparison will enable the tutor to identify those concepts that are not mentioned by the group as a whole and make it easier to identify outliers, diagnose causes of relevant problems, and take prompt remedial actions.

Based on our requirements and earlier work we decided to use language technologies as the underlying technology for the feedback tool. In order to decide how it could be implemented, next we review existing technologies that could support the analysis of conceptual development and serve as a foundation for this tool.

**Existing tools for automatic construction of concept maps**

In the previous section we have already referred to the use of concept maps. This means of eliciting and representing a learner’s knowledge, is one of the most common ways of representing cognitive structures (Novak, 1998). Research evidence demonstrates that concept maps are well-suited for eliciting knowledge (Nesbit & Adesope, 2006), and are better for evaluating learners of different ages than classical assessment methods such as tests and essays (Jonassen, Reeves, Hong, Harvey, & Peter, 1997; Novak, 1998). The creation of concept maps, however, is a complex and time consuming task. It requires training and practice to understand how the relevant concepts should be identified and to make relationships between them. Therefore we analysed existing tools and tool sets that are able to support the creation of concept maps. We have not included purely algorithmic methods which have been tested for concept map construction (Bai & Chen, 2008, 2010) but we have focused on integrated solutions that allowed us to work with text input directly.
There are already a number of tools for the automatic construction and support of concept maps: Knowledge Network and Orientation (KNOT, PFNET) (Clariana, Koul, & Salehi, 2006); Surface, Matching and Deep Structure (SMD) (Ifenhaler & Seel, 2005); Model Inspection Trace of Concepts and Relations (MITOCAR) (Pirnay-Dummer, 2006); Dynamic Evaluation of Enhanced Problem Solving (DEEP) (Spector & Koszalka, 2004); jMap (Jeong, 2008) and Leximancer (Smith & Humphreys, 2006), Table 1 summarises these tools in terms of the data collection they require and the analysis and comparison they perform.

**Table 1: Existing tools for construction of concept maps (adapted from Shute, Jeong, Spector, Seel, and Johnson, (2009))**

<table>
<thead>
<tr>
<th>Tool</th>
<th>Data Collection</th>
<th>Analysis</th>
<th>Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNOT</td>
<td>Concept pairs/Propositions</td>
<td>Quantitative Analysis</td>
<td>Direct comparison of networks with some statistical results</td>
</tr>
<tr>
<td>SMD</td>
<td>Concept map or natural language</td>
<td>Quantitative analysis is calculated using tools</td>
<td>Unlimited comparison</td>
</tr>
<tr>
<td>MITOCAR</td>
<td>Natural language</td>
<td>Quantitative analysis included multiple calculations using tools</td>
<td>Paired comparisons for semantic and structural model distance measure</td>
</tr>
<tr>
<td>DEEP</td>
<td>Annotated causal maps</td>
<td>Quantitative/qualitative analysis is done mostly by hand</td>
<td>Unlimited comparisons, showing details relative to concepts</td>
</tr>
<tr>
<td>JMap</td>
<td>Concept maps, causal maps, or belief networks</td>
<td>Quantitative analysis (calculated using tools)</td>
<td>Superimposes maps of individual (n=1) and group of learners (n = 2+) over a specified target map</td>
</tr>
<tr>
<td>Leximancer</td>
<td>Concept maps</td>
<td>Content analysis and relational analysis (proximity, cognitive mapping)</td>
<td>Imposes tags in a single map over user-defined tags (names, concepts, files, etc.)</td>
</tr>
</tbody>
</table>

These tools have some common characteristics: (a) they can (semi-)automatically construct concept maps from a text; (b) they use a type of distance matrix; (c) they propose a quantitative analysis of the maps; and (d) most of them are concerned with conceptual development of learners. Among their differences, we have found that, even though they all use a language technology, not all of them refer to it explicitly. These tools also differ on the scoring schemas they use to perform the quantitative analysis: DEEP uses the number of nodes and links; SMD uses propositions or the number of the links of the shortest path between the most distant nodes.

Most of these concept mapping tools provide opportunities to identify the conceptual gap between a learner’s concept map and a criterion map (which could be a predefined reference model or group model), or to compare a learner’s concept maps over different periods of time. However, only SMD, jMap and, in some extent DEEP, purposely provide a visualisation of this progression with reference to the standard criterion. Most of these mapping approaches construct and analyse individual maps. jMap visualises and assesses changes observed in either individual or collective maps. However, jMap is restricted to producing causal maps. KNOT, SMD, MITOCAR and Leximancer report on reliability and the correlation of validity criteria. Typically, they consist of the automatic scores generated by these tools, human concept mapping scores and human essay scores.

Each of the tools discussed can be used, at least to some extent, to provide formative feedback. Leximancer is the only tool that does not require specific input to start and/or a specific way of working. Therefore, based on our requirements we have focused on using Leximancer for an initial, empirical validation of our approach.
Initial explorations

In view of the theoretical considerations discussed above, we designed and prepared two experiments with functional mock-ups of the service to check the validity of our ideas. Each of the mock-ups was based on a combination of manual interventions and existing tools. The mock-ups were used to explore the following questions:

A. Is it possible to build a concept map of a text on a selected topic that, according to the writer, covers the core concepts of the text?
B. Similarly, is it possible to build a ‘group’ concept map which represents a set of selected texts on a specific topic that, according to the authors, covers the core concepts of the aggregated text?
C. Do the writers of the input texts perceive the representations of A and B as useful input when they want to compare and contrast the individual versus the group perspective of the selected topic?

In the first experiment (Berlanga et al., 2009), users were only indirectly involved i.e., as providers of materials, as the actual outcomes were assessed by an expert. In the first test we transcribed a student’s spoken description of a medical case and used Leximancer to create a concept map (A) of this text and of the tutor materials for the corresponding topic (B). The results indicated that the student’s concept map used much more detailed concepts compared to that derived from the tutor materials. The study illustrated that a model based on comparing concept maps from tutor materials with those from students, must be used with care, since the interpretations of such maps may require more expertise than is possessed by a student in C, who is at a novice level.

In the second test of the first experiment, we used Leximancer to create concept maps (A) of each of 10 interviews with researchers in our group on how they understood the concept of a Learning Network (Sloep, 2008) and one emerging concept map based on integrated summary of all transcripts (B). Results indicated that by using Leximancer we identified the 10 most commonly used concepts and their importance. Moreover, an initial analysis showed that a comparison of an individual’s map and the group map could be used to indicate differences and similarities (C).

In the second experiment (Berlanga et al., in press), we explored the same questions. This time, however, the users were directly involved. We asked six researcher of our research group to provide us with one of their articles (average size 5000 words) on their research on Learning Networks. Each of the articles and the summary of all of them were represented as a concept map by Leximancer and, alternatively, as a word cloud by using Wordle (http://www.wordle.net) to check the possibilities of more commonly used tools. A questionnaire, based on the questions A, B and C, stated above, was used to assess the users’ perceptions of the concept map and the word cloud. The results indicated that there was a fair coverage of concepts included in the articles by both representations, in answer to question A. Likewise, in answer to B, the representations of the summary of all articles covered by the Learning Network were, as a whole, satisfactory. The answer to question C was more ambiguous; five of the six users, found the concept map was useful for detecting similar and missing concepts when their article was compared with the summary article, whereas three out of the six users obtained this results with the word cloud.

The results of the two experiments indicated that there were sufficient grounds to start developing a dedicated prototype.

Validation of the approach

Following the results from the partly manual explorations described above, the proposed design was used to develop a first prototype of an automated tool called CONSPECT (Wild, Haley, & Bülow, 2010). This tool enables a user to extract the core concepts from their own text and a reference text automatically. The comparison can be shown both as a list and a concept map (as shown in Fig. 2).

As a first step, the CONSPECT service was validated from the perspective of tutors at the University of Manchester (UK), who were involved in year 2 of a 5 year undergraduate medical degree. Five tutors were recruited for this purpose, four of whom had more than five years experience in this role and one was less experienced, but had been tutoring for over one year; all but one were women. The software was explained to all participants, who were given an overview and demonstration of CONSPECT and shown how to input materials and access outputs. The text
output used were blogs, written by students and tutors on the weekly clinical case studied in that part of the programme. They were trained to interpret results and asked to produce a ‘model answer’ blog. The concepts from the blogs were extracted by CONSPECT and were compared with those produced by the students, using either a student group reference model or blogs produced by individuals, which were also compared with each other. These comparisons were then shown to the tutors. A mixed methods approach was used to record and analyse their responses. They completed a questionnaire, comprised of forty three questions each with a five-point Likert scale, which covered aspects of time management, usability and efficacy of CONSPECT, and its role in augmenting teaching. Tutors then completed free text comments which were thematically analysed. The main findings were that tutors gave highest ratings to their knowledge and skills in using the software and to their efficient completion of tasks. Analysis of free text comments indicated that tutors appreciated the fundamental basis for CONSPECT and that it could provide rapid comparisons of students’ understanding of the particular subject area with a “model” answer. It had the potential to identify those students who engaged at a more superficial level and others who might be delving more deeply into the subject matter, which might enable tutors to confirm those individuals who were outliers in their groups (Smithies, Braidman, Berlanga, Wild, & Haley, 2010).

A further validation was then conducted in the Open University of The Netherlands in the context of distance education by obtaining feedback from tutors about the relevance of using CONSPECT for their practice. The rest of this section describes this validation.

**Method and data**

Five tutors of the Open University of The Netherlands, Faculty of Psychology attended a workshop session, which included a demonstration, an individual hands-on session, a focus group discussion and completing a questionnaire.

In preparation for the workshop, we collected learning materials from two Psychology courses namely a digitized book of the course, and a tutor’s model answer for a specific assignment, which answered specific questions that covered the main course topics. We used CONSPECT to create a predefined reference model of the main concepts that the students should cover (see Fig.1a for an example). We also used examples from the students’ answers to create a group reference model (Fig.1b). Finally, a comparison between these models was created alongside a list of similar and dissimilar concepts (Fig. 2), to identify concepts that are not covered well by the students.

During the first part of the workshop the design of the CONSPECT service and its aim were presented. Examples of concept maps were also introduced to show the type of information the service could provide. The participants then had a hands-on session in which they were asked to use the service with the existing materials to generate a concept map for a student, a concept map for a group model and a concept map for a predefined reference model. They were then required to compare these concept maps and see the results provided by the service. The respondents were asked to work alone, and take notes about their experience with the tool. If necessary, support was provided. Finally, we conducted a focus group, which was recorded both electronically and by notes taken at the time. Data was also collected as follows:

- Background questionnaire, to summarise tutor’s teaching experience and age;
- Post activity questionnaire using a five-point Likert scale, with questions about relevance of the tool and user satisfaction:
  - Relevance: Four questions explored how tutors perceived the tool (see Table 2).
  - Satisfaction: Based on the UTAUT questionnaire (Venkatesh, Morris, Davis, & Davis, 2003), six questions were posed to explore the perceived satisfaction (see Table 3).
- Observer and participants’ notes made during the validation session;
- Notes and audio recording from the focus group.

Participants (n=5) were tutors from different Psychology areas, with more than 5 years of experience in teaching. Three of them were between 30-40 years old; and the rest were older. Four of them were male.

<table>
<thead>
<tr>
<th>Concept map from Learning Material (see Fig. 1a)</th>
<th>Overlapping concepts: learning material and group map</th>
<th>Group concept map (see Fig. 1b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>erfelijk (hereditary)</td>
<td>biologisch (biological)</td>
<td>natuur (nature)</td>
</tr>
<tr>
<td>invloed (influence)</td>
<td>dier (animal, creature)</td>
<td>ontwikel (development)</td>
</tr>
<tr>
<td>kenmerk (characteristic)</td>
<td>gedrag (behaviour)</td>
<td>problem (problem)</td>
</tr>
<tr>
<td>basis (basis)</td>
<td>licham (body)</td>
<td>psycholog (psychology)</td>
</tr>
<tr>
<td>biologie (Biology)</td>
<td>manier (way)</td>
<td>wetenschap (science)</td>
</tr>
<tr>
<td>genetisch (genetic)</td>
<td>men (people, one)</td>
<td></td>
</tr>
<tr>
<td>sterk (strong)</td>
<td>mens (people)</td>
<td></td>
</tr>
<tr>
<td>vorm (form, manner)</td>
<td>menselijk (human)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>onderzoek (study)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>person (person)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>psychologie (Psychology)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>social (social)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>theorie (theory)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>verschill (difference)</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2:** Comparison between concept maps

**Results**

The results summarised in Table 2 show that all tutors considered the information provided by the tool is useful in identifying the progress of a group of learners (Q2), and that only 20% of them considered it was not useful for identifying the progress of individual learners (Q1). Not all tutors (40%) considered that the approach is relevant for addressing “burning” problems of their institution (Q3), whereas most (80%) of the tutors indicated that they could identify new potential uses of the tool (Q4).
Table 2: Perceived Relevance of the approach

<table>
<thead>
<tr>
<th>Question</th>
<th>Negative (&lt;3)</th>
<th>Neutral (=3)</th>
<th>Positive (&gt;3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1. The way CONSPECT provides information (list concepts, graphical representation) is useful to identify learners progress</td>
<td>20%</td>
<td>60%</td>
<td>20%</td>
</tr>
<tr>
<td>Q2. The way CONSPECT provides information (list concepts, graphical representation) is useful to identify the progress of a group of learners</td>
<td>-</td>
<td>60%</td>
<td>40%</td>
</tr>
<tr>
<td>Q3. I think CONSPECT addresses one of the burning problems of the institution</td>
<td>40%</td>
<td>20%</td>
<td>40%</td>
</tr>
<tr>
<td>Q4. I can identify new potential uses of CONSPECT, which will address problems of the institution</td>
<td>20%</td>
<td>40%</td>
<td>40%</td>
</tr>
</tbody>
</table>

The results for tutor satisfaction are summarised in Table 3. Most tutors (80%) considered that the tool increases their curiosity about the topic (Q6), whereas only 40% indicated that the tool makes teaching more interesting (Q7); Half the tutors indicated that the tool motivates them to explore the teaching topic (Q8); and 40% considered themselves eager to explore the tool further (Q10). However, 60% of the tutors were negative regarding the way the tool would help them in their teaching (Q1), and on recommending the tool to other teachers (Q9).

Table 3: Satisfaction of the approach

<table>
<thead>
<tr>
<th>Question</th>
<th>Negative (&lt;3)</th>
<th>Neutral (=3)</th>
<th>Positive (&gt;3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q5. Overall, I am satisfied with the way CONSPECT would help me in my teaching.</td>
<td>60%</td>
<td>40%</td>
<td>-</td>
</tr>
<tr>
<td>Q6. Using CONSPECT increases my curiosity about the teaching topic.</td>
<td>20%</td>
<td>-</td>
<td>80%</td>
</tr>
<tr>
<td>Q7. CONSPECT makes teaching more interesting.</td>
<td>60%</td>
<td>-</td>
<td>40%</td>
</tr>
<tr>
<td>Q8. Using the CONSPECT motivates me to explore the teaching topic more fully.</td>
<td>50%</td>
<td>-</td>
<td>50%</td>
</tr>
<tr>
<td>Q9. I would recommend CONSPECT to other teachers to help them in their teaching.</td>
<td>60%</td>
<td>40%</td>
<td>-</td>
</tr>
<tr>
<td>Q10. I am eager to explore different things with CONSPECT</td>
<td>60%</td>
<td>-</td>
<td>40%</td>
</tr>
</tbody>
</table>

The initial reaction of the tutors was positive, as they pointed out that indeed one of the problems they face is that they cannot easily identify students that are struggling with the course and that providing formative feedback promptly is a time consuming task. Tutors also feel students work only to get marks on assessments, instead of producing evidence of their actual learning. During the focus group, 4 out of 5 tutors commented that the approach has potential for their practice. They all stress, however, the importance of integrating the tool in their current learning environment, as essential for them to use the tool.

In their validation of the concept maps, tutors indicated that they could easily identify the most relevant concepts, as well as the similar and dissimilar concepts. They also mentioned that the maps had a fair coverage of the content and meaning of the text. Although tutors found it difficult to interpret the representation of the concept maps, they liked the idea of visualizing the links between the concepts, instead of simply a list of overlapping concepts.

The respondents felt that the user interface of the tool was still too complex for most people, but they acknowledged the added value of the approach. They suggested a variety of new forms in which the approach could be used in their teaching practice, for instance:

- Checking different resources (e.g., books, papers, articles), comparing them and deciding which is most relevant to the course learning objectives
- Checking if the learning materials produced by tutors contain the most relevant concepts
- Generating outlines (based on a set of input resources) to create study materials
- Initially checking the quality check of students texts, by asking them to write a text from which a concept map could be generated
- Using the tool in forums, to get a picture of what topics have been discussing
- Checking for plagiarism by comparing different student’s texts.
Conclusions

In this paper we argued that a tool to provide prompt formative feedback can be designed in such a way that, by means of language technologies, little tutor intervention is needed. We proposed that learners will benefit if a tool provides them with information regarding their coverage of key concepts in the study domain, and compares this information with that of their peers. From the tutor perspective this feedback provides evidence which can then help identify individual learners who have difficulty in recognising key concepts.

From the validation conducted it was evident that most tutors perceived the approach relevant and useful for them and their students. They also suggested several different ways of using the tool, which indicated that they appreciated the potential of the tool. Nevertheless, tutors identified several conditions that should be fulfilled in order to incorporate the tool in their current practice. This may also negatively influence the results regarding user satisfaction. There were strong arguments in favour of aligning the tool with existing practices, such as total integration to existing platforms (e.g., institutional virtual learning environment), using only specific types of text documents, or privacy issues in sharing information. These constraints, whether institutional or tutor-oriented, are difficult to avoid if the proposed service is to be implemented in real practice. At the same time, these might cause that stakeholders overlook the potential technology has for supporting learning and therefore limit the possibilities the service—or any other new technology solution—could provide in the learning practice.

We believe that our approach could be of use in other learning situations, where different pedagogical approaches are used. It could be valuable in collaborative writing, where it is important to recognise differences and similarities between the texts, in discussion forums, to identify which concepts have been discussed, in workplace learning to specify core concepts in different documents (for a trial case see Berlanga et al. (2009)) and in informal learning situations where a formative feedback tool, such as the one we propose, could be of use to a group of people who share the same interest on a particular topic and are willing to explore the domain further.

Finally, further research is needed to evaluate learner’s perception of the proposed tool as well as evaluation that involves a wider range of stakeholders. It is also essential to verify the accuracy and reliability of the language technologies used to underpin the development of this tool. This is important as we must ascertain how tutors and learners understand the limits of this technology, the conditions under which it may be used to produce reliable results, and those in which some results may be inaccurate.
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ABSTRACT
Emotions play a significant role in healthy cognitive functioning; they impact memory, attention, decision-making and attitude; and are therefore influential in learning and achievement. Consequently, affective diagnoses constitute an important aspect of human teacher-learner interactions motivating efforts to incorporate skills of affect perception within computer-based learning. This paper provides a discussion of the motivational and methodological issues involved in automatic affect inference in learning technologies. It draws on the recent surge of interest in studying emotions in learning, highlights available techniques for measuring emotions, and surveys recent efforts to automatically measure emotional experience in learning environments. Based on previous studies, six categories of pertinent affect states are identified; the visual modality for affect modelling is selected given the requirements of a viable measurement technique; and a bottom-up analysis approach based on context-relevant data is adopted. Finally, a dynamic emotion inference system that uses state of the art facial feature point tracking technology to encode the spatial and temporal signature of these affect states is described.
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Introduction

Computer-based learning now encompasses a wide array of innovative learning technologies including adaptive hypermedia systems to sophisticated tutoring environments, educational games, virtual environments and online tutorials. These continue to enrich the learning process in numerous ways. Keen to emulate the effectiveness of human tutors in the design and functioning of learning technologies, researchers have continually looked at the strategies of expert human teachers for motivation and are making directed efforts to make this machine-learner interaction more natural and instinctive. Detection of learners’ affective states can give better insight into a learners’ overall experience which can be helpful in adapting the tutorial interaction and strategy. Such a responsive interface can also alleviate fears of isolation in learners and facilitate learning at an optimal level. To enhance the motivational quality and engagement value of instructional content, affect recognition needs to be considered in light of its implications to learning technologies.

Effective tutoring by humans is an interactive yet guided process where learner engagement is constantly monitored to provide remedial feedback and to maximise the motivation to learn (Merill, Reiser, Trafton, & Ranney, 1992). Indeed, formative assessment and feedback is an important aspect of effectively designed learning environments and should occur continuously and unobtrusively as an integral part of the instruction (Bransford, Brown, & Cocking, 1999). In naturalistic settings, the availability of several channels of communication facilitates the constant monitoring necessary for such an interactive and flexible learning experience (Picard et al., 2004; de Vicente & Pain, 1998). One of the biggest challenges for computer tutors then is to achieve the mentoring capability of expert human teachers (van Vuuren, 2006). To give such a capability to a machine tutor entails giving it the ability to infer affect.

Learning has a strong affective quality that impacts overall performance, memory, attention, decision-making and attitude. Recent research provides compelling evidence to support the multiplicity and functional relevance of emotions for the situational and ontogenetic development of learners’ interest, motivation, volition, and effort (Pekrun, 2005). It reflects the growing understanding of the centrality of emotion in the teaching-learning process and the fact that as yet this crucial link has not been addressed in machine-learner interactions (O’Regan, 2003).

Despite this recognition of affect as a vital component of learning processes and a context for cognition, computer-based learning environments have long ignored this aspect and have concentrated mostly in modelling the behaviour of a learner in response to a particular instructional strategy (Picard et al., 2004; du Boulay & Luckin, 2001). This relative bias towards the cognitive dimension of learning is now being criticised and the inextricable linkage between affective and cognitive functions is being stressed. This comes at a time when advances in the field of affective computing have opened the possibility of envisioning integrated architectures by allowing for formal representation,
detection, and analysis of affective phenomena. This increasing interest in building affect-sensitive human-computer interactions thus finds an important application in learning technologies (Cowie et al., 2001).

Building on a discussion of recent studies highlighting the relevance of emotions in learning, this paper describes different techniques for measuring emotions and efforts in automatic recognition and/or prediction of affect in learning contexts before proposing a parallel emotion inference system. This is not an exhaustive survey of the past work but a selected discussion of recent works highlighting the concern and those attempting to address it. Throughout this paper the terms ‘emotion’ and ‘affect’ will be used interchangeably.

**Learning and Emotions**

The neurobiology of emotions suggests that not only are learning, attention, memory, decision-making and social functioning affected by emotional processes but also that our repertoire of behavioural and cognitive options has an emotional basis. This relationship underscores the importance of the ability to perceive and incorporate social feedback in learning (Immordino-Yang & Damasio, 2007). Indeed, recent evidence from educational research supports the relationship of emotion with cognitive, motivational and behavioural processes (Pekrun, 2005; Turner, Husman, & Schallert, 2002). The seminal works of Boekaerts (2003), Pekrun, Goetz, Titz, and Perry (2002) and Meyer and Turner (2002) have pioneered the renewed surge of interest in affect and learning.

In a series of qualitative case-studies, Pekrun et al. (2002) explored the ‘occurrence and phenomenological structures of academic emotions’. They demonstrated that learners experience a rich diversity of positive and negative emotions; the most frequently reported being: anxiety, enjoyment, hope, pride, and relief, as well as anger, boredom and shame. Developing a multidimensional instrument, the Academic Emotions Questionnaire [AEQ], they conducted quantitative studies to test assumptions underlying Pekrun’s cognitive-motivational model (Pekrun, 1992). Using dimensions of valence (positive vs. negative) and activation (activating vs. deactivating) they distinguished four groups of emotions with reference to their performance effects – positive activating emotions (such as enjoyment of learning, hope, or pride); positive deactivating emotions (e.g., relief, relaxation after success, contentment); negative activating emotions (such as anger, anxiety, and shame); and negative deactivating emotions (e.g., boredom, hopelessness). Accordingly, they studied the effects of these emotions on learning and achievement with cognitive and motivational mechanisms like motivation to learn, strategies of learning, cognitive resources, and self-regulation. Instances of these mechanisms like interest and effort, learning strategies like elaboration or rehearsal, task irrelevant thinking diverting cognitive resources and self-regulated learning as compared to reliance on external guidance may all occur in the course of learning with a computer tutor and are thus directly relevant to this study.

To evaluate the dynamic and interactive effects of affect and motivation on learning processes like task engagement and appraisal, Boekaerts (2003) conducted several longitudinal studies using the On-line Motivation Questionnaire (Boekaerts, 2002) and found evidence for the existence as well as relevance of two separate, parallel processing pathways – the cold cognition pathway and the hot cognition pathway. The cold cognition pathway consists of meaning-generating processes that are the building blocks of learning comprehension and problem-solving. The hot cognition pathway on the other hand comprises of the emotional evaluations of learning opportunities that are triggered by emotions and moods in the actual learning episode. In her Model of Adaptive Learning (Boekaerts, 1992), these represent the mastery and the well-being path respectively. Boekaerts asserts that the evaluative information of the hot cognition path is situation specific and initiates concern-related monitoring, thereby influencing both decision-making (short-term effect) as well as value attribution (long-term effect).

Based on a decade of research on motivation and a diverse study of learner-teacher interactions, Meyer and Turner (2002) highlight the inseparability of emotion, motivation and cognition; and argue for integrated approaches to treat these as equal components in the social process of learning. They report their findings as serendipitous, thus emphasising the presence of emotion in instructional interactions. Although the context of their research is classroom based, they provide a reflective account on the obvious nature of emotion in learning interaction.

Kort, Reilly and Picard (2001) highlight the importance of continuous affect monitoring as a critical mentoring skill. They propose a spiral model that combines the phases of learning to emotion axes by charting out quadrants that map different stages occurring in the learning process. The horizontal emotion axes range from negative to positive across
different emotion sets like anxiety-confidence, boredom-fascination, frustration-euphoria, dispirited-encouraged and terror-enchanted. The vertical axis forms the learning axis that represents the transition between *constructive learning* and un-learning. This model assumes that the learning experience involves a range of emotions in the space of the learning task and visualises the movement of a learner from one quadrant to another.

In an attempt to understand the emotional dimension of online learning in qualitative terms, O'Regan (2003) explored the *lived experience* of students taking online learning courses. The study identifies both positive and negative emotions experienced by students, significantly - frustration, fear/anxiety, shame/embarrassment, enthusiasm/excitement and pride. These had a variable effect on the learning process depending on the strength and nature of the emotion, as well as the associated learning context. In another study, using a manual affect coding system, Craig, Graesser, Sullins, and Gholson (2004) observed the occurrence of six affect states during learning with an intelligent tutoring system. They analysed frustration, boredom, flow, confusion, *eureka* and neutral, and found significant relationships between learning and the affective states of boredom, flow and confusion.

More recently, Jarvenoja and Jarvela (2005) and Wosnitza and Volet (2005) provide empirical evidence from participants in social online learning to categorise sources of emotional experience along self, task, context or social directedness to highlight the impact of students’ emotions on their motivation and engagement in the learning process.

In essence, learning has a strong affective quality that impacts overall performance, memory, attention, decision-making and attitude (Kort, Reilly, & Picard, 2001; Lisetti & Schiano, 2000). We know from a multitude of studies in different educational contexts that learners experience a wide range of positive and negative emotions. These emotions are situated and have social and instructional antecedents. For the discourse to be effective, it is imperative then to have access to and ensure the emotional well-being of learners. Since learning with computers is essentially self-paced, assessing the learner’s experience becomes important. The aim is to reasonably emulate the social dynamics of human teacher-learner interactions in models that capture the essence of effective learning strategies like one to one tutoring (Bloom, 1984; van Vuuren, 2006).

### Measuring Emotions

Current methods for measuring emotions can be broadly categorised as Subjective/Objective and Qualitative/Quantitative. In the context of learning, an additional categorisation as Snapshot/Continuous can be defined based on the timing of the emotion measurement (Wosnitza & Volet, 2005). Snapshot type measurements are done immediately before/after the learning process while continuous measurements are process-oriented and give access to the ongoing emotional experience. Consequently, snapshot measures provide only a limited window into the anticipated or reflected emotions at the end of the learning experience as against the continuous measures that provide direct access to emotions as they unfold during learning. Table 1 categorises some common methods for measuring emotional experience during learning.

<table>
<thead>
<tr>
<th>Table 1. Methods for measuring emotional experience during learning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Snapshot Type</strong> (Before / After Learning)</td>
</tr>
<tr>
<td><strong>Qualitative</strong></td>
</tr>
<tr>
<td>Subjective</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Objective</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

For intervention to be effective, remedial action has to be appropriately timed - particularly in the case of strong emotions. Given the complex and transient nature of emotions, any retrospective accounts are problematic because of issues related to the potential for multiple levels of awareness, reappraisals and reconstruction of meanings during recall (Schutz, Hong, Cross, & Obson, 2006). This necessitates dynamic evaluation of emotions but without disrupting the learning task itself. Ideally then, an unobtrusive, quantitative, and continuous account of emotional
experience is a suitable method of enquiry. Amongst the methods listed in Table 1, analysis of nonverbal behaviour in the lower right quadrant, offers a reasonable fit to this requirement (Pekrun, 2005; Picard, et al., 2004; Hudlicka, 2003). Analyses of tutoring sessions have indeed revealed that affective diagnoses, as an important aspect of expert human mentoring, depend heavily on inferences drawn from facial expressions, body language, intonation, and paralinguistic cues (Lepper, Woolverton, Mumme, & Gurtner, 1993). Advances in the field of affective computing have opened the possibility of emotion recognition from its nonverbal manifestations like facial expressions, head pose, body gestures, voice and physiology. The field is promising, yet in a formative stage as current technologies need to be validated for reliability outside controlled experimental conditions.

**Automatic Measurement of Affect**

The semantics and manifestation of affective phenomena have been extensively studied across the disciplines of psychology, cognitive science, computer vision, physiology, behavioural psychology, etc. In spite of this, it still remains a challenging task to develop reliable affect recognition technologies. The reasons are varied. Expression and measurement of affect, and specifically its interpretation, is person, time and context dependent. Sensory data is ambiguous and incomplete as there are no clear criterions to map observations onto specific affect states. Lack of such ground-truths makes validation of developed techniques difficult and worse still, application-specific. Consequently, we do not know whether a system that achieves higher classification accuracy than another is actually better in practice (Pantic & Rothkrantz, 2003). Affect modelling in real-time is thus a challenging task given the complexity of emotions, their personal and subjective nature, the variability of their expression across, and even within, individuals, and frequently, lack of sufficient differentiation among associated visible and measurable signals (Hudlicka, 2003).

However, despite the difficulties, a whole body of research is persevering to give computers at least as much ability as humans have in recognising and interpreting affective phenomena that enables them to carry out intelligent behaviour and dialogue with others. This optimistic vision has already produced some commendable results and the following section reviews how machine perception of affect is being realised within learning environments. The interested reader is referred to Zeng, Pantic, Roisman, and Huang (2009) for a survey of general affect recognition methods using audio-visual modalities.

**Prior Work**

Despite the prospects, there are relatively few studies on automatic affect sensing in learning environments. Table 2 compares these in chronological order based on the affect construct they measure, the information source they use, the learning context in which the study was done, and the specific computational approach adopted. Most of the works reviewed here measure discrete emotion categories like confusion, interest, boredom, etc. (Mavrikis, Macciocia, & Lee, 2007; Kapoor & Picard, 2005; D’Mello, Picard, & Graesser, 2007; and Sarrafzadeh, Fan, Dadgostar, Alexander, & Messom, 2004); while a few use appraisal-based models of emotion (Jaques & Vicari, 2007; Heylen, Ghijsen, Nijholt, & Akker, 2005; Conati, 2002). Related constructs like difficulty, stress, fatigue and motivation have also received some attention (Whitehall, Bartlett, & Movellan, 2008; Liao W, Zhang, Zhu, Ji, & Gray, 2006; de Vicente & Pain, 1998).

Based on the modelling approach used, affect inference methods can be broadly categorised as (Liao et al., 2006; Alexander, Hill, & Sarrafzadeh, 2005):
- Predictive - those that predict emotions based on an understanding of their causes
- Diagnostic - those that detect emotions based upon their physical effects, and
- Hybrid - those that combine causal and diagnostic approaches

<table>
<thead>
<tr>
<th>Citation</th>
<th>Affect Construct</th>
<th>Information Source</th>
<th>Learning Context</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors</td>
<td>Study Focus</td>
<td>Data Type</td>
<td>System Type</td>
<td>Approach/Model</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>------------------------------------------------------------------------------</td>
<td>----------------------------------</td>
<td>----------------------------------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Jaques &amp; Vicari (2007)</td>
<td>OCC Cognitive Theory of Emotions</td>
<td>User’s actions &amp; interaction patterns</td>
<td>Pedagogical agent based educational environment</td>
<td>Belief-Desire-Intention (BDI) reasoning; appraisal based inference</td>
</tr>
<tr>
<td>Kapoor, Burleson &amp; Picard (2007)</td>
<td>Pre-frustration &amp; Not pre-frustration</td>
<td>Facial expressions, posture, mouse pressure, skin conductance, task state</td>
<td>Automated Learning Companion</td>
<td>Gaussian process classification; Bayesian inference</td>
</tr>
<tr>
<td>Liao et al. (2006)</td>
<td>Stress &amp; fatigue</td>
<td>Physical appearance, physiological, behavioural and performance measures</td>
<td>Maths and audio based experimental tasks</td>
<td>Influence Diagram; Ensemble of classifiers</td>
</tr>
<tr>
<td>Amershi, Conati &amp; Maclaren (2006)</td>
<td>Affective reactions to game events</td>
<td>Skin conductance, heart rate, EMG</td>
<td>Educational game-Prime Climb</td>
<td>Unsupervised clustering</td>
</tr>
<tr>
<td>Kapoor &amp; Picard (2005)</td>
<td>Interest, Disinterest, break-taking behaviour</td>
<td>Facial expressions, posture patterns &amp; task state</td>
<td>Educational Puzzle</td>
<td>Ensemble of classifiers</td>
</tr>
<tr>
<td>Conati (2002); Conati &amp; Zhou (2004)</td>
<td>OCC Cognitive Theory of Emotions</td>
<td>Interaction patterns, personality, goals</td>
<td>Educational game-Prime Climb</td>
<td>Dynamic decision network; Appraisal based inference</td>
</tr>
</tbody>
</table>

The predictive approach takes a top-down causal view to reason from direct input behaviour like state knowledge, self-reports, navigation patterns or outcomes to actions. It is generally based on sound psychological theories like Scherer’s Component Process Model (Scherer, 2005) or the OCC Cognitive Theory of Emotions (Ortony, Clore, &
Collins, 1998). The appraisal theory provides a detailed specification of appraisal dimensions along emotion-antecedent events like novelty, pleasantness, goal-relevance, coping potential and norm/self compatibility; but suffers from the methodological problem of reliance on an accurate self-appraisal. The OCC theory on the other hand defines 22 emotions arising as valenced reactions to situations consisting of events, actors and objects. It does not however include some important affect states like boredom, interest and surprise which are relevant to learning scenarios (Picard, et al., 2004).

Conati (2002) and Conati and Zhou (2002) implement the OCC theory to assess learner emotions during interaction with an educational game. They use a dynamic decision network to model affect states but do not establish the accuracy of the model empirically. In another study, de Vicente and Pain (2002) were able to formalise inference rules for diagnosis of motivation using screen capture of learner interactions with a tutoring system. This work is significant in that it relies only on the concrete aspects of learner interactions such as mouse movements and quality of performance for motivation inference. These rules however, have not been implemented and hence remain a theoretical assumption. Heylen et al. (2005) describe an attempt to relate facial expressions, tutoring situation and the mental state of a student interacting with an intelligent tutoring system. They do not infer affect states automatically from facial expressions but use Scherer’s Component Process Model (2005) of emotion appraisal using stimulus evaluation checks. Their results are inconclusive and specific to the tutoring system used in their study.

Diagnostic methods on the other hand take a bottom-up approach and are based on inference from sensory channels using traditional pattern classification techniques to approximate or estimate affective behaviour. These rely on the understanding that non-verbal behaviour through bodily gestures, facial expressions, voice, etc, is instinctively more resourceful and aims to infer affective cues with the aid of sensors. Notable in this category is the Affective Computing Group at MIT which is involved in a series of projects towards the building of a Learning Companion. Kapoor et al. (2007) use a novel method of self-labelling to automatically classify data observed through a combination of sensors, into 'pre-frustration' or 'not-pre-frustration'. In related work, Kapoor and Picard (2005) use multi-sensor classification to detect interest in children solving a puzzle by utilising information from the face, posture and current task of the subjects. The high recognition rates on these classification techniques are achieved for a single distinct affect state using sophisticated and fragile equipment. These do not as yet perform real-time classification.

D’Mello and Graesser (2007) use posture patterns along with dialogue, to discriminate between affect states during interaction with an intelligent tutoring system called Auto-Tutor. This is a dialogue based system achieving recognition of affect states like flow, confusion, boredom, eureka and neutral. Interestingly however, the ground truth used for validating their classification is mainly the facial action coding of recorded interaction by FACS experts. FACS or the Facial Action Coding System is the anatomic classification devised by Ekman and Friesen (1978) that defines 44 Action Units to describe any human facial expression.

Amershi et al. (2006) use unsupervised clustering to analyse students’ biometric expressions of affect that occur within an educational game. Their approach is quite interesting and different from the usual supervised classification techniques normally applied for automatic sensing. However, lack of a benchmark or standard to compare performance makes it difficult to evaluate the efficiency of this method.

Sarrafzadeh et al. (2004) employ a fuzzy approach to analyse facial expressions for detecting a combination of states like happiness/success, surprise/happiness, sadness/disappointment, confusion and frustration/anger. They do not, however, give a measure of the accuracy of their method and focus more on the stage after detection. Litman and Forbes (2003) propose a method of affect modelling from acoustic and prosodic elements of student speech. Their study is particularly relevant for dialogue based systems.

Recent works of Zakharov, Mitrovic, and Johnston (2008) and Whitehall, Bartlett, and Movellan (2008) that use facial expression analysis techniques to measure valence and difficulty level, respectively, also fall within this category.

Finally, models of hybrid approaches, as in Conati (2002) and Liao et al. (2006), leverage the top-down and bottom-up evidence in an integrated manner for improved recognition accuracy. This involves using dynamic probabilistic approaches to model uncertainty in affect and its measurement, while explicitly modelling the temporal evolution of emotional states. Such frameworks are promising as they can allow context-sensitive interpretation of affective cues.
However, specification and fusion of information from the multiple channels still remains a significant challenge for actual implementation.

**Discussion and Scope of this Work**

Ideally, automatic sensing should be able to function in real-time; measure multiple and co-occurring emotions unobtrusively and without causing disruption in the actual learning process. As reviewed in the previous section, numerous efforts are being made towards this goal to give computer-based tutoring some semblance of emotional intelligence. Table 2 lists the relevant works and categorises these according to their specific focus and approach. It highlights the variety in modelling techniques that range from rule-based systems to complex probabilistic models; the different ways in which affect is conceptualised in these systems based on whether a dimensional, discrete or appraisal-based stance is adopted; the array of interactional as well as behavioural measures used to infer affect; and importantly, the nature and focus of the learning setup used. Given this diversity in the measured affect constructs, the specific learning environments and the channels used as information sources; it is difficult to comment on the overall performance of a system and determine its efficiency in a broad sense. This inability to make generalisable claims is an acknowledged limitation of affect sensing technologies (Pantic & Rothkrantz, 2003) and makes it challenging to establish the merit and success of a particular system satisfactorily and with confidence. Nevertheless, what is apparent is a growing understanding of the importance of affect modelling in learning and this substantiates further research in the area. The following sections lay out some design choices that set the scope of this work and therefore the proposed system.

**Conceptualisation of affect**

The issue of representation is at the core of emotion research and therefore affective computing. This is because handling of emotion data by machines requires programmed representations of affect and a clear structure that will perform real-time interaction with a user. Selection of an appropriate descriptive framework embodies the way affect is conceptualised within a system, the way it is observed and assessed, and consequently, the way it is processed (Peter & Herbon, 2006). However, the question of representation is not a simple one as it requires an understanding of the typology and semantics of the whole range of emotion-related phenomena like short-lived, intense emotions; moods; long-lasting established emotions; stances; attitudes/preferences, traits/affect dispositions, etc (Cowie & Cornelius, 2003). All this complicates the task of describing emotional content and while no single best representation scheme exists, there are established psychological traditions that have been used effectively to formalise the behaviour of interest. One of most long-standing way by which affect has been described by psychologists is in terms of discrete categories – an approach rooted in everyday language and driven by historical tradition around the existence of universal emotions.

The main advantage of the categorical scheme is that people use it to describe emotional displays in everyday interactions and is therefore intuitive. However, assignment of emotions into discrete categories or words is often considered arbitrary because of the social and cultural differences in semantic descriptions of emotion and for a designer of an HCI system, the requirement of an exclusive unambiguous representation. Linguistic labels can be imprecise and capture only a specific aspect of the phenomena with an associated uncertainty in the perceived meaning of a category. Nevertheless, this approach has had a dominating influence on the field of affective computing and most of the existing systems focus on recognising a list of basic emotions. Traditional psychological lists of emotions are mostly oriented to archetypal emotions and these are not the states that appear in most naturalistic data, especially in HCI contexts. As such, they do not represent the full range of emotions that can occur in natural communication settings. To overcome the intractable number of emotion terms and to ensure relevance in potential applications, the strategy of preselecting context-relevant word lists or cumulating relevant categories to derive pragmatic lists as in the HUMAINE database (Douglas-Cowie et al., 2007) or the more principled taxonomy of complex mental states by Baron-Cohen (2004), has been advocated and applied effectively (Cowie, 2009; Zeng et al. 2009).

Following such an application-oriented approach, we considered emotion groups of annoyed, anxious, bored, confused, happy, interested, neutral and surprised using the taxonomy of complex mental states by Baron-Cohen (2004). This is a lexical taxonomy that groups together semantically similar emotion concepts so that each group
encompasses the finer shades of an emotion concept. Confusion for example includes states like unsure, puzzled, baffled and clueless while Happy includes pleased, cheerful, relaxed, calm, enjoying, etc. These encompass representative emotions from each of Kort, Reilly and Picard’s (2001) emotion axes as well as those of Pekrun et al.’s (2002) academic emotions with the exception of hope, pride and shame which have more complex social antecedents and meanings and are therefore excluded from this study. The selected emotion descriptors thus have a wider scope than considered by previous methods.

Choice of Modality

Emotion is expressed through visual, vocal and physiological channels. The visual channel includes facial expressions, body gestures, eye-gaze and head pose; the vocal channel focuses on measures of intonation and prosody; while the physiological channel includes measures of skin conductance, blood volume pressure, heart rate, temperature, etc. Lack of a consistent mapping between observable aspects of behaviour and actual affective states, technical feasibility, and practical issues complicate the choice of modality for sensing in a learning setting. Issues of ethics, privacy and comfort further constrain the design, use and deployment of appropriate sensing technologies. The use of physiological sensing in particular is challenging. Though relatively easy to detect and reasonably unobtrusive now, physiological sensing has some inherent shortcomings like requirement of specialised equipment, controlled conditions, baseline determination and normalising procedures, possible discomfort in usage, expertise in use of sensing apparatus and issues of privacy and comfort (Scherer, 2005; Hudlicka, 2003). Speech analysis may not always be suitable as not all learning environments are dialogue based. Table 3 below gives a brief comparative overview.

Table 3. Overview of the three dominant channels of nonverbal behavior

<table>
<thead>
<tr>
<th>Visual</th>
<th>Vocal</th>
<th>Physiological</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facial expressions, Head pose,</td>
<td>Speech, Prosody and</td>
<td>Skin conductance, Blood volume</td>
</tr>
<tr>
<td>Body gestures, Eye-gaze</td>
<td>Intonation</td>
<td>pressure, Heart rate, Breathing</td>
</tr>
<tr>
<td>• Natural and observable</td>
<td>• Natural, discernable</td>
<td>rate, Temperature, Muscle tension</td>
</tr>
<tr>
<td>• Unobtrusive</td>
<td>• Unobtrusive</td>
<td>• Unobservable</td>
</tr>
<tr>
<td>• Practically deployable</td>
<td>• Practically deployable</td>
<td>• Unobtrusive but has issues with</td>
</tr>
<tr>
<td>• Does not require specialised</td>
<td>• Limited to dialogue</td>
<td>comfort and privacy</td>
</tr>
<tr>
<td>equipment; exception for</td>
<td>based systems</td>
<td>• Requires tightly controlled</td>
</tr>
<tr>
<td>gestures and eye-gaze</td>
<td>• Manual annotation</td>
<td>environmental conditions</td>
</tr>
<tr>
<td>• Behavioural coding required to</td>
<td>required to set</td>
<td>• Specialised and fragile equipment</td>
</tr>
<tr>
<td>set ground-truth</td>
<td>ground-truth</td>
<td>• Easy to access the bio-signals</td>
</tr>
<tr>
<td></td>
<td></td>
<td>but difficult to interpret</td>
</tr>
</tbody>
</table>

As reviewed in previous works listed in Table 2, multiple channels are currently being probed for emotional signs ranging from facial expressions, posture, pressure patterns, prosody, interaction patterns and even trait factors like personality. Combination of one or more channels is likely to improve accuracy of emotion but is a challenging problem and a research avenue in itself. An important issue here is to understand redundancy and variation in the time course of the different information channels to inform purposeful fusion of relevant information. Works like that of D’Mello, Picard, and Graesser (2007) who analyse relative contributions of information channels are important for viable design and implementation of such systems.

Given the pre-eminence of facial signs in human communication the face is a natural choice for inferring affective states. With the latest computer vision techniques facial information can be detected and analyzed unobtrusively and automatically in real-time requiring no specialized equipment except a simple video capture device. This makes facial affect analysis an attractive choice for evaluating learner states and together with head gestures is selected as the modality for affect inference in our system. Moreover, although recent studies have looked at the divergence in emotional information across modalities (Cowie, 2009; Cowie & McKeown, 2009), affect inference from facial expressions has been found to be consistent with other indicators of emotion (Cohn, 2006). However, facial expressions are not simple read-outs of mental states and their interpretation being context-driven is largely situational. Computer tutors can exploit this aspect to infer affective states from observed facial expressions using the knowledge state and navigation patterns from the learning situation as supporting evidence. Given the requirements of an affective computer tutor, the visual modality thus has a great potential for evaluating learner states thereby...
facilitating an engaging and optimal learning experience. It is for these reasons that the visual modality was selected for affect analysis in this work.

Context and Corpora

For a meaningful interpretation and to ensure ecological validity, it is essential to study the occurrence and nature of affect displays in situ, as they occur. Although a number of face databases exist, these are mostly posed or recorded in scripted situations that may not be entirely relevant in a learning situation. We know that emotions are situated, have contextual antecedents and are influenced by social consequences. Knowledge of the learning setting is important then to ground a research work in a specific context and help assess its generalisation ability. The nature and dynamics of emotions in a solo learning setting e.g., Conati and Zhou (2002), Conati (2002), will no doubt differ from those generated within an agent-based learning environment like in Jaques and Vicari (2007), Heylen, Ghijsen, Nijholt, and Akker (2005), Kapoor, Burleson, and Picard (2007), or with those that involve dialogue, as in D’Mello, Picard, & Graesser (2007), Litman and Forbes (2003).

The nature of affect and its dependence on context thus makes the choice of a learning environment an important one. As such, we decided to use a solo, one to one learning setting for our study. By focusing on a self-regulated learning model our objective was to minimise the potential effects of design variables like instructional strategy, process of communication, collaboration, presence of an embodied agent, etc; in the assessment and interpretation of emotional experience. A data collection exercise was undertaken in which eight participants were video-recorded while doing two computer-based learning tasks. About four hours of data was collected which underwent three annotation levels to finally get samples of the six emotion groups. The pre-selected emotion categories were validated during the annotation process except for the addition of surprise which did not feature in the original list of relevant emotions. Surprise was added to the list of domain relevant affect states because of its frequent occurrence in the data as noted by the coders. The set of affect states thus represents the range of emotions observed in the collected video data. Furthermore, the proportion of labelled instances showed the predominance of confusion followed by surprised, interested, happy, bored and annoyed. A detailed description of the data collection and annotation process appears elsewhere in (Afzal & Robinson, 2009). Note that the emotions groups of annoyed and anxious had very few representative samples to merit proper statistical analyses and were therefore not included in the subsequent analysis. The compiled dataset was used as the ground-truth for the training of a fully automatic parallel inference system designed to continuously and unobtrusively model emotions in real-time, as described in the following sections.

Representation and Measurement of Facial Motion

Machine perception of affect can be posed as a pattern recognition problem, typically classification or categorisation, where the classes or categories correspond to the different emotion groups. Determining an optimal feature representation is then crucial to overall classifier design. Defining features implies developing a representation of the input pattern that can facilitate classification. Domain knowledge and human instinct play an important role in identifying such descriptors. Although a large body of work dealing with human perception of facial expressions exists, there have been very few attempts to develop objective methods for quantifying facial movements (Essa, 1997). One of the most significant works in this area is that of Ekman & Friesen (1978) who have devised a system for objectively coding all visually distinguishable facial movements called the Facial Action Coding System (FACS).

FACS associates facial expression changes with the actions of the muscles that produce them and by enumerating 44 action units (AUs) it encodes all anatomically possible facial expressions, singly or in combination. Since the AUs are purely descriptive measures of facial expression changes, they are independent of interpretation and provide a useful grammar for use as feature descriptors in expression studies as this. FACS remains a popular method for measuring facial behaviour and continues to have normative significance in automatic facial expression analysis as the only psychometrically rigorous and comprehensive grammar of facial actions available (Cohn, 2006).

The 2D face model (see Figure 1) of the Nevenvision FaceTracker is used to characterize the facial motion in terms of AUs. This FaceTracker is a state-of-art facial feature point tracking technology and requires no manual pre-processing or calibration. It is resilient to limited out-of-plane motion, can deal with a wide range of physiognomies
and can also track faces with glasses or facial hair. The FaceTracker uses a generic face template to capture the movement of 22 facial feature points over the video sequences. The displacement of these feature points over successive frames encodes the motion pattern of the face AUs in a feature vector. To remove the effects of variation in face scale and projection, the distance measurements are normalized with respect to a positional line connecting the inner eyes in the first frame. Statistically, the representative values of AUs in terms of local concentration (median) and dispersion (standard deviation) are selected as parameters, along with the first temporal derivative corresponding to speed as an additional attribute. The inclusion of speed helps qualify the dynamic information in expression changes and is found to increase the interpretive power and performance of classifiers (Tong, Liao, & Ji, 2007; Pantic & Patras, 2006; Ambadar, Schooler, & Cohn, 2005).

Preliminary statistical analysis using WEKA followed by a comparison of two popular class binarisation strategies namely, the one-versus-all approach (OvA), and the pairwise or round robin approach (AvA), indicated enhanced classification performance using OvA. Class binarisation reduces the complexity of multi-class discrimination by transforming the original multi-class learning problem \( y = \{1, 2, \ldots, k\} \) into a series of binary problems and evaluates the overall performance by combining the multiple outputs (Littlewort, Bartlett, Fasel, Susskind, & Movellan, 2006). OvA is the most common binary classification approach based on the assumption that there exists a single (simple) separator between a class and all others. Learning proceeds by learning \( k \) independent binary classifiers, one for each class, where the positive training examples are those belonging to the class while the negative examples are formed by the union of all other classes (Park & Furnkranz, 2007; Har-Peled, Roth, & Zimak, 2003). OvA classifiers operate by a winner-takes-all strategy so that a new example is assigned to the class corresponding to the maximum output value from the \( k \) binary classifiers. The OvA scheme is powerful because of its conceptual simplicity and comparative performance relative to other binarisation methods but at lower computational costs (Rifkin & Klautau, 2004). Applying OvA strategy therefore creates six binary classifiers, each differentiating a class from all others. Positive and negative samples of relevant emotion classes are randomly sub-sampled to learn each binary classifier. From an application perspective, a classifier should also be able to deal with real-time data input and be able to model the temporal evolution of facial expressions. To address this, we now describe the classification system that uses a class of dynamic probabilistic network to model the temporal signatures of the six emotion classes under study using an OvA design.

**Discriminative HMMs**

Hidden Markov Models (HMMs) are a popular statistical tool for modeling and recognition of sequential data and have been successfully used in applications like speech recognition, handwriting recognition, gesture recognition and even automatic facial expression classification (Rabiner, 1989). Based on whether the observations being modelled are discrete or continuous, HMMs can be constructed as having discrete or continuous output probability densities. Since it is intuitively more advantageous to use continuous HMMs (CHMM) to model continuous observations, we use CHMMs to model the temporal patterns of the emotion classes under study. Following OvA design, we use HMMs in a discriminatory manner which implies learning one HMM per class, running all HMMs in parallel and choosing the model with the highest likelihood as the most likely classification for a sequence. This way an HMM models the temporal signature of each emotion class so that the likelihood that an unseen sequence is emitted by each of the models can be estimated and be classified as belonging to the model most likely to have produced it (Oliver & Horvitz, 2005; Cohen, Sebe, Garg, Chen, & Huang, 2003).

Thus, a bank of HMMs is learned using the Baum-Welch algorithm (Rabiner, 1989) over the sample sequences. During training, the Gaussian mixtures with diagonal covariance are used and the initial estimates of state means and covariance matrices are found by k-means clustering. For classification, all HMMs are run in parallel and the forward-backward procedure (Rabiner, 1989) is used to select the model with the highest likelihood as the true class. See Figure 1 for illustration. The observation vector for the HMMs consists of the position and speed parameters sampled over a sliding-window of five frames. This results in a multi-dimensional feature vector characterizing a filtered pattern sequence of the temporally evolving facial and head motions. PCA is used to extract salient features and reduce dimensionality.

The overall classification accuracy is estimated by averaging the true positive rate using tenfold cross-validation. To determine the best performance empirically, recognition accuracies are computed by varying the free parameters - the number of states and the number of Gaussian mixtures. Table 4 shows the detailed confusion matrix for the best
classification achieved. Overall, for a mean false positive rate of just 1.01% the best average accuracy of 94.96% is obtained with eleven states and four Gaussian mixtures. Happy and surprised attain perfect true positive rates while others show satisfactory recognition. Individual classes attain optimal performance at varying number of states and mixtures suggesting that individual emotions have their own temporal signatures and can be modeled by aligning them along their optimal topologies. This, along with an assessment of the generalization ability, needs to be determined in future work as it requires evaluation of the system on a database that is comparable at least in terms of context and recording conditions.

Bank of HMM Models $\lambda_c, 1 \leq c \leq 6$

$c^* = \arg \max \{ \Pr(O_t | \lambda_c) \}$

$\lambda_1$

$t-4$ $t-3$ $t-2$ $t$ $\longrightarrow$ $\Pr(E_1 | \lambda_1)$

$\lambda_2$

$t-4$ $t-3$ $t-2$ $t-1$ $t$ $\longrightarrow$ $\Pr(E_2 | \lambda_2)$

$\vdots$

$\lambda_6$

$t-4$ $t-3$ $t-2$ $t-1$ $t$ $\longrightarrow$ $\Pr(E_6 | \lambda_6)$

Figure 1. Feature point measurements fed to the bank of discriminative HMMs

Table 4. Best performance of discriminative HMMs.

<table>
<thead>
<tr>
<th></th>
<th>bored</th>
<th>confused</th>
<th>happy</th>
<th>interested</th>
<th>neutral</th>
<th>surprised</th>
<th>total</th>
<th>TP %</th>
</tr>
</thead>
<tbody>
<tr>
<td>boring</td>
<td>15</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>93.8</td>
</tr>
<tr>
<td>confused</td>
<td>0</td>
<td>57</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>59</td>
<td>96.6</td>
</tr>
<tr>
<td>happy</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>100.0</td>
</tr>
<tr>
<td>interested</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>27</td>
<td>0</td>
<td>0</td>
<td>31</td>
<td>87.1</td>
</tr>
<tr>
<td>neutral</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>24</td>
<td>1</td>
<td>26</td>
<td>92.3</td>
</tr>
<tr>
<td>surprised</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>32</td>
<td>32</td>
<td>100.0</td>
</tr>
<tr>
<td>total</td>
<td>15</td>
<td>62</td>
<td>34</td>
<td>27</td>
<td>24</td>
<td>34</td>
<td>196</td>
<td>95.0</td>
</tr>
<tr>
<td>FP %</td>
<td>0.0</td>
<td>3.6</td>
<td>1.2</td>
<td>0.0</td>
<td>0.0</td>
<td>1.2</td>
<td>1.0</td>
<td></td>
</tr>
</tbody>
</table>

Summary and Conclusions

A consistent theme that emerges from education literature is that teaching and learning are essentially emotional practices. Learners experience a wide range of both positive and negative emotions, and these influence their cognitive functioning and performance. Access to emotions is then important to ensure optimal learning, more so in the case of computer-based learning environments where the learner’s motivation is an important determinant of engagement and success. However, automatic measurement of affect is a challenging task. Emotions consist of multiple components that may include intentions, action tendencies, appraisal, other cognitions, central and peripheral changes in physiology, and subjective feelings. As a result they are not directly observable and can only be inferred from expressive behaviour, self-report, physiological indicators, and context (Cohn, 2006).

This paper has outlined the problem space with respect to the application of affect-sensitive technologies in computer-based learning. Building on a discussion of studies highlighting the relevance of emotions in learning, the different techniques for measuring emotions and recent advances in automatic recognition and/or prediction of affect in learning contexts were discussed. Six categories of pertinent affect states were identified; the visual modality for affect modelling was preferred given the requirements of a viable measurement technique; and a bottom-up analysis approach based on context-relevant data was adopted. Finally, a dynamic classification system using a bank of discriminative HMMs was described while the underlying differences in the temporal signatures of the individual affect states was also highlighted. Trained on the compiled corpus, it is designed to model multiple emotions simultaneously in real-time using automatic facial feature point tracking and will be optimized in future work on dataset(s) from potential learning contexts.
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ABSTRACT

Semantic web technologies have been applied to many aspects of learning content authoring including semantic annotation, semantic search, dynamic assembly, and personalization of learning content. At the same time, social networking services have started to play an important role in the authoring process by supporting authors' collaborative activities. Whether semantic web technologies and social networking improved the authoring process and to what extent they make authors' life easier, however, remains an open question that we try to address in this paper. We report on the results of an empirical study based on the experiments that we conducted with the prototype of a novel document architecture called SDArch. Semantic web technologies and social networking are two pillars of SDArch, thus potential benefits of SDArch naturally extend to them. Results of the study show that the utilization of SDArch in authoring improves user' performances compared to the authors with conventional tools. In addition, the users' satisfaction collected from their subjective feedback was also highly positive.
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Introduction

Authoring of learning content completely from scratch has always been a difficult and time-consuming task. Current research has shown that most authors reuse and modify existing learning content, available in their own archives or on the Web (Betty & Allard, 2004) rather than authoring new content from scratch. Therefore, if the main goal of learning content is for teaching and learning, the second goal should be its reuse. The reuse process requires a meaningful way to search and retrieve the appropriate content. Extensive research has been carried out lately to enhance the reusability of learning content by leveraging the semantic web technologies for standardization and semantic annotation of learning content components (Duval et al., 2001; Jovanović et al., 2006). While these efforts have demonstrated some significant potential to improve the current state of the authoring of learning content, there are still some important issues to be addressed. Firstly, ontology-based semantic annotation approaches (Uren et al., 2006) represent a step ahead comparing to the standardized metadata annotation, but the full potential of the semantic search will be achieved when learning content components can be efficiently searched by means of semantic annotations as well as structural and semantic relationships between them. Thus, not only the semantic annotation, but also the framework for linking learning content components and adding logical assertions over linked components is necessary. Secondly, most of the existing learning content is isolated in huge, centralized repositories with restricted access, which is opposite of trends of the emerging Web 2.0 (Berners-Lee et al., 2006). Thirdly, in spite of a number of different learning object (LO) models and LO repositories (e.g., MERLOT) built on top of them as well as federated protocols (e.g., ECL and SQI) for networks of LO repositories (e.g., GLOBE), most authors still consider conventional documents (e.g., PDFs, Word and PowerPoint) as a primary source of learning content. The main issue with conventional documents with respect to the learning content authoring is that only entire documents can be considered as resources that can be uniquely identified, searched and retrieved. In practice, however, authors usually need only document parts that are related to a certain concept and play a certain pedagogical role (e.g., illustration, definition and example) (Jovanović et al., 2006). Common selective reuse of document content is a cumbersome task requiring copy-and-paste, which is a laborious and error prone process. Finally, despite the fact that some authoring tools can provide some collaborative activities, most of conventional authoring tools are designed primarily for individual users and pay little attention to the users’ social activities. Social relations between content authors and the way different authors use and interpret the same learning content could be useful information in the content authoring.

The novel semantic document architecture (such as SDArch as explained in the section “Semantic Documents”) along with the underlying document representation model called a semantic document model represents our solution
to the above-discussed issues of the learning content authoring. In this paper, our main focus is on the empirical evaluation of the proposed architecture that we conducted by using the architecture prototype that we developed. Having in mind that semantic web technologies and social networking are two pillars of the new architecture, we can consider the conducted evaluation as the evaluation of the use of these two types of technologies in the learning content authoring. So far, the use of semantic web technologies in learning content authoring has been reported in many studies (Duval et al., 2001; Dodero et al., 2005; Jovanović et al., 2006; Henze, 2005), but none of them provided any experimental data that would justify the benefits of using these technologies. In other words, it is still unclear up to what extent the use of these technologies can improve the authors’ effectiveness, efficiency and satisfaction compared to conventional learning content authoring approaches. The evaluation that we conducted was designed to compare the authors’ effectiveness, efficiency and satisfaction in using the SDArch prototype for authoring of course material compared to conventional authoring tools. Results of quantitative and qualitative measures that we applied in the evaluation showed promising improvements that the use of semantic technologies and social networking brings to the learning content authoring.

The paper is organized as follows. In Section 2, we first describe a motivational authoring scenario that relies on the use of services that are enabled by semantic web and social networking technologies. Subsequently, in Section 3, we introduce the notion of semantic documents and discuss both the semantic document model and the design of the proposed semantic document architecture. Section 4 provides details of the SDArch tools and services that are essential for the realization of the given motivational authoring scenario. In Section 5, we first discuss the design of our evaluation study, then explain how the evaluation study was conducted, and eventually present and discuss obtained evaluation results. Section 7 outlines relevant related works, and Section 8 concludes the paper.

**Authoring of Course Material – Motivational Scenario**

Let us suppose that Mark is a university professor who teaches ‘Software Architecture and Design’ course. For each topic in the course Mark usually prepares presentation slides that he uses during his class. The next topic to be presented in the course is ‘Software Design Patterns’. Mark has the presentation on this topic from previous year, but he does not want to reuse it as it is. In order to prepare as good presentation as possible, with up to date information, Mark plans to consider the existing presentation, then presentations on the same topic used by his colleagues at other universities, and some other articles related to the topic from his archive as well as those of his colleagues. As usual, Mark is going to use PowerPoint to prepare the presentation, as he is most confident and familiar with it. However, this time his PowerPoint is extended with a set of tools that provide him a range of new, novel services, which we could categorize into four groups.

The first group contains the social networking services that allow Mark and his colleagues who teach the same topic to organize themselves into an online social networking group dedicated to that topic. For all the member the group manages their subjective, self-assessed expertise on the topic as well as objective, quantitative data that shows the members’ expertise such as a number of their citations in the topic’s related literature and their ratings within the group formed based on the votes of the other members. Moreover, these services provide functionalities for managing Mark’s profile and allow him to specify his preferences regarding the automatic selection of document content for reuse. The examples of these preferences include an ordered list of preferred network members, an ordered list of preferred document formats, and information if the user prefers content that is often reused, recently modified content or content with many versions.

The second group contains services that enable Mark to transform his office documents (i.e., Word and PowerPoint) into a novel document representation form that is completely open and queryable and that encapsulates document content into reusable, uniquely identified and semantically annotated data units. Moreover, these services enable Mark to store transformed documents either on his laptop or to publish them onto a shared document repository of the social networking group.

The third group contains services that enable Mark to search local and shared documents for document units not only based on their content but also their semantics (i.e., semantic search). Moreover, these services take into account Mark’s preferences stored in his user profile and recommend to him those search results that correspond well with the preferences. Before reusing some document units, Mark can preview their content and browse available annotations. Once he decides which document unit to reuse, he can fetch the document unit automatically into a new
document without a need to obtain a whole document that the document unit originates from. In addition, these services observe Mark’s behavior and track the data of his interaction with document units (e.g., times when he browses and reuses document units) and the way he modifies reused document units to fit to a new context.

The fourth and the last group of services provide Mark the ability to navigate across collections of documents stored on his laptop as well as those documents from the social network repository by following explicit semantic links between semantically related document units. The explicit semantic links are enabled by the new document representation form and are established based on the conceptualized semantics of document units.

To summarize, the novel document representation and the envisioned services that will run on top of it will enable Mark and his colleagues:
- to form a social network around a given topic of interest;
- to transform their local documents in a new form that will enable semantic integration (i.e., semantic annotation and linking) of related data kept in different documents;
- to share such transformed documents within the social network, and thus, semantically integrate related document data that originate from different users;
- to semantically search local and shared collections of the semantically integrated documents for desired data; and
- to navigate across local and shared document collections by following semantic links between document units and thus discover more data units of their interest.

Semantic Documents

In order to bring desktop documents closer to the motivational authoring scenario, we introduced a new form of documents, namely semantic documents, described by a semantic document model (SDM), and designed a supporting software architecture called Semantic Document Architecture (SDArch). Semantic documents enable unique identification, semantic annotation, and semantic linking of fine-grained data units regardless of whether they belong to the same or different documents. Moreover, semantic documents enable semantic links to be established between semantically related data units stored on personal desktops and published on the Web into shared repositories of online social network communities. Therefore, semantic documents have potential to integrate data from desktop documents into a unified desktop information space. At the same time, semantic documents can fill the gap between the desktop information space and the information space of the online social network communities. Novice processes such as semantic document search and navigation, which will run on such integrated information space, will improve the effectiveness and efficiency of desktop users in carrying out their daily tasks.

In the rest of this section, we first outline the main features of SDM, and then, describe the SDArch design. In the next section, we take a closer look at SDArch tools and underlying services that are essential for the given motivational authoring scenario.

Semantic Document Model – SDM

SDM defines semantic documents as composite information resources composed of uniquely identified, semantically annotated, and semantically interlinked document units (DUs) of different granularity (Nešić, 2009). Each semantic document is characterized by unique, permanent machine-processable (MP) representation and a number of temporal human-readable (HR) representations rendered from the MP representation. The formal specification of SDM is done by the SDM ontology, which consists of four parts: the core part, the annotation part, the semantic-linking part and the change-tracking part.

The core part of the SDM ontology provides a vocabulary (classes and properties), which defines possible types of DUs and structural relationships among them. The two main DU types are atomic DUs and composite DUs. An atomic DU contains a single unit of raw digital content that exists as a physical entity independently of the document unit it belongs to and cannot be disaggregated into smaller units. A composite DU aggregates a number of atomic or other composite DUs and organizes them in a given order.
The annotation part of the SDM ontology provides the annotation vocabulary that describes possible types of the DUs’ annotations as well as provides the annotation interface (i.e., properties) for linking annotations to DUs. The annotation interface is designed, so that all DUs’ annotations, regardless of the annotation type, are linked to DUs in the same way. The current version of the annotation vocabulary contains concepts and properties that specify the three types of DU annotations: semantic annotation, social-context annotation and pedagogical annotation. The semantic annotations refer to concepts from domain ontologies that represent the conceptualization of the information/knowledge held by DUs. The social-context annotations (Nešić et al., SoSEA 2009) capture relevant information about the user actions such as browsing, reusing and modification that are performed to DUs in a given social context. Finally, if semantic documents hold some learning content, then their DUs can be annotated by the pedagogical annotations that we introduced to model potential pedagogical roles (e.g., abstract, introduction, conclusion, definition, explanation, description, illustration, example and exercise) of the DUs.

The semantic-linking part of the SDM ontology defines the interface for linking semantically related DUs. Semantic links are determined by the ontological concepts that conceptualize shared semantics between the linked DUs. The semantic links enable the semantic navigation across integrated collections of semantic documents and thus help in the discovery of semantically related DUs. Together with the semantic annotations, the semantic links constitute the semantic layer of semantic documents.

The change-tracking part of the SDM ontology provides a vocabulary that defines possible changes of DUs as well as changes of the whole semantic document.

Semantic documents, that is, instances of SDM, employ HTTP-dereferenceable URIs to identify DUs and the Resource Description Framework (RDF) data model to represent structural and semantic links between them. The use of the HTTP-dereferenceable URIs and the RDF data model is inline with the Linked Data principles, so that semantic documents can be seamlessly integrated to the Linked Open Data cloud (Berners-Lee et al., 2006) and further to the envisioned Semantic Web. Moreover, the conceptualization of the document semantics by ontological concepts and the establishment of explicit semantic links between related DUs, can lead to the creation of a sufficient amount of semantically integrated data. This creation is necessary for the Semantic Web to succeed.

**Semantic Document Architecture - SDArch**

In order to support semantic document management and to enable users to take advantage of semantic documents, we designed the supporting software architecture called the semantic document architecture or SDArch. SDArch is a three-tier, service-oriented architecture (see Figure 1) composed of the data layer, the service-oriented middleware, and the user interface layer.

The data layer contains the semantic document repository that is composed of the RDF and the binary data repositories, and equipped with the concept and text indexes. The RDF repository stores RDF instances of semantic documents. A binary content of semantic document units is kept separately from RDF document representations and stored in the binary data repository. SDArch maintains the single concept index that enables the semantic document search over RDF data and the single text index that enables the full-text search over document binary data. Both indexes are updated every time a new document is added to or removed from the repository. In addition, the repository exposes remotely accessible SPARQL endpoint, so that SPARQL queries can also be sent from remote machines over HTTP.

The service-oriented middleware provides the service registry and establishes the communication protocol among the SDArch services and between the SDArch services and the user interface. In the actual design, the SDArch (Nešić et al., SEKE 2010) functionalities are encapsulated into five services: 1) the semantic document authoring, 2) the semantic document search and navigation, 3) the user profile management, 4) the social network management, and 5) the ontology management services. Among other functionalities, the SDArch services provide most of the functionalities intended for the realization of the motivational authoring scenario. Potential new functionalities can be added to SDArch by registering new services into the SDArch middleware.

The presentation layer is the top layer of SDArch, which provides the user interface for the SDArch services. According to the service-oriented nature of SDArch, the presentation layer is technology- and platform-independent.
It can contain web-based applications, desktop-based applications and mobile phone applications. In the prototype that we have developed, we focused on extending the existing document-authoring suites, instead of creating completely new tools. In this way, we enable users to take advantage of the SDArch services, while still working within familiar environments. As an example, we extended MS Office with a set of tools that we named 'SemanticDoc' tools. We chose MS Office, mostly because of its wide usage and popularity.

![Illustration of the SDArch architecture](image)

**Figure 1. Illustration of the SDArch architecture**

**SemanticDoc Tools**

SemanticDoc tools enable Microsoft (MS) Office users to take benefits of the SDArch services directly from MS Office (i.e., MS Word and MS PowerPoint). In other words, they provide access to the SDArch services from within MS Office. Since SDArch enables users to share their semantic documents and to form a social network around shared documents, the SemanticDoc tools actually turn MS Office into a social environment.

The tools are grouped and accessible through several toolboxes. Each toolbox contains a set of tools that provide the interface for interacting with a certain group of SDArch services. In this paper, our focus is on the social network manager, the document recommender and the semantic document browser tools, as they are essential for the motivational authoring scenario that we want to evaluate. More information, snapshots and demos of all SemanticDoc tools can be found at our project Web page (www.semanticdoc.org).

**Social Network Manager**

The SDArch social network management service provides functionalities for organizing SDArch users into a social network and sharing their semantic documents by publishing the RDF representations of the documents into the network’s shared RDF repository. Moreover, the service provides functionalities for capturing interaction between the network members and the shared semantic documents and generating corresponding social-context annotation for the shared semantic documents. SemanticDoc social network manager extends the MS Office with a user interface.
that enables the office users to access the SDArch social network management service. By using this tool, the office
users can join the SDArch social network, and then, organize themselves within the network into groups dedicated
to particular topics of interest. Every member of the SDArch social network can initiate a new group as well as join or
leave an existing group. To initiate a new group, the network member needs to specify the group’s topic of interest
and to provide some topic-related information (e.g., the topic’s short description and the list of the topic’s Web
references). Figure 2 shows a snapshot of the tool displaying: a) a list of all existing groups, and b) group details of a
selected group. In the current prototype implementation, there is no restriction for joining existing groups, that is, all
groups are available to all members of the SDArch social network.

Figure 2. Social network manager: a) a list of existing groups within the SDArch social network, b) a detailed view
of a selected group

Document Recommender

Document recommender tool is a starting point from where the office users start to explore semantic documents
whether they are stored in a local desktop repository or in a shared repository of the SDArch social network. This
tool actually provides the user interface for the personalized semantic document search (Nešić et al., SEMAPRO
2010) that is realized by the SDArch semantic document search and navigation service. The personalized semantic
document search is founded on the utilization of the conceptualized DU semantics (i.e., DU semantic annotations),
DU social-context annotations, and user preferences held in the SDArch user profile (Nešić et al., SoSEA 2009).

The user interface of the document recommender (see Figure 3) enables the office user to specify the following
search parameters. Firstly, the user specifies which semantic document repository will be searched (i.e., local or
shared). Secondly, the user specifies the user query in a form of the free-text keyword query. The tool offers the
auto-completion keyword suggestion support, which helps the user while specifying the query. Suggested terms are
concept labels from domain ontologies that have been used for the semantic annotation and indexing of the semantic
documents from the specified repository. Thirdly, the user selects the content type of the desired document units (i.e.,
text, image, audio or video). Fourthly, if searching for learning content, the user specifies a pedagogical role
(Jovanovic et al., 2006) of the document units (e.g., definition, example and illustration). Finally, the user specifies
the search type: the semantic document search or the full-text search. If the user selects the semantic document
search, the keyword query will be transformed into a semantic query and then executed by the service against the
concept index of the selected repository. Otherwise, the service executes the initial keyword query against the text
index of the repository. When the search is done, the document recommender displays previews of the retrieved
document units to the user. Figure 3 gives snapshots of the document recommender displaying: a) the search form
and previews of the top ranked textual document units, and b) the search form and previews of top-ranked document units of image content type. For each of the retrieved document units, the user can see the detailed view including document unit content and document unit annotation data. The detailed view is shown in the semantic document browser, which is another SemanticDoc tool that we explain next.

![Figure 3. Document Recommender: a) an example search for textual document units, and b) an example search for document units of the image content type](image)

**Semantic Document Browser**

The semantic document browser enables the user to browse details of semantic document units and to navigate across semantic documents following semantic links between the document units. In the current implementation, the browser is launched from the document recommender by clicking on previews of DUs retrieved as search results. For the next generation of the tool, we plan to enable its individual launching and the possibility to start the semantic navigation not only from the search results, but also by entering the URI of an initial document unit.

The main window of the semantic document browser (see Figure 4) is composed of two panels. The right panel displays the document unit’s content, metadata (e.g., creator and creation date), and social-context annotations (e.g., the number of the document unit’s reuses and the list of SDArch users who have reused the document unit). The left panel displays the document unit’s semantic annotations in a form of an ordered list of ontological concepts that annotate the document unit. For each annotation concept, the user can see the concept’s rank, the concept’s relevance weight for the document unit, and the ontology in which the concept is defined. Moreover, for each annotation concept if there exist some document units that are linked to the document unit via semantic links determined by that concept, the browser displays the link labeled as ‘browse annotated document units’. By clicking on this link, the browser invokes the SDArch semantic document search and navigation service and initiates the semantic document navigation process. The discovered document units are ordered by the strength of the semantic links between them and the initial document unit and displayed on the right panel of the browser’s window.
Empirical Evaluation of the Proposed Authoring Scenario

The goal of the empirical evaluation of the proposed authoring scenario was to investigate to which extent the authoring of course material can benefit from the proposed semantic document architecture and the underlying semantic document model. Since semantic web technologies and social networking represent two pillars of the architecture, potential benefits naturally extend to them. We formulated the evaluation hypothesis as follows:

“Using semantic web technologies and social networking results in a more effective, efficient, and satisfactory experience, when authoring course material compared to the conventional authoring approach.”

- With respect to user **effectiveness**, we intended to measure the accuracy and completeness with which SDArch users complete authoring tasks. In other words, how many and what tasks the users can complete successfully using the SDArch services and tools.
- With respect to user **efficiency**, we intended to measure the resources expended in relation to the accuracy and completeness with which SDArch users complete the authoring tasks. In other words, how much effort the users spend for completing these tasks using the SDArch services and tools.
- With respect to user **satisfaction**, we intended to measure the freedom from discomfort, and positive attitudes towards the use of the SDArch services and tools in authoring of course material.

Designing the Evaluation

In order to validate the evaluation hypothesis, we chose a task-based comparative evaluation (Whittaker et al., 2000) complemented with the goal-question-metrics (GQM) measurement model (Bastili et al., 1994). This implies asking test persons to perform a set of tasks in order to properly engage with two systems to be compared. In our case, one system was a conventional Windows system equipped by regular MS Office, while the other one was a Windows system featured by SDArch services and MS Office extended by the SemanticDoc tools. In the rest of the paper, we refer to these two systems as the conventional system and the SDArch system, respectively.
The set of tasks that we considered in the evaluation was composed of tasks that realize the motivational authoring scenario. It actually meant that a successful completion of the tasks should have resulted in a short PowerPoint presentation on the ‘Software Design Patterns’ topic that is composed exclusively of reused content from shared semantic documents. By considering the authors’ experience in preparing course material and in order to obtain both meaningful and feasible proof of concept we decided to keep the outcome presentation to a minimum of seven slides covering: 1) Introduction, 2) Role of Design Patterns, 3) Design Patterns Definition, 4) Design Patterns Classification, 5) Pattern Example 1, 6) Pattern Example 2, and 7) Topic’s Conclusions. This limited the amount of efforts required from the participants while at the same time producing an overall presentation of an appropriate quality level. All slides had to contain certain numbers of textual items and slides 5 and 6 should have also contained graphical illustrations of the chosen example patterns. Even if this sounds pretty restrictive, the aim was to set up a controlled environment where comparing effectively experiences across the new and conventional system for producing presentations, while still encouraging participants to use their creativity and expressivity.

In accordance with the evaluation hypothesis and by following the GQM model, we considered user effectiveness, efficiency and satisfaction as main evaluation criteria and defined qualitative and quantitative measures for them. With respect to user effectiveness, we planned to measure how effective participants were in completing the evaluation tasks. Thus, we tracked how many and which tasks participants could complete successfully by using the two systems. With respect to user efficiency, we planned to measure how efficiently participants were in completing the evaluation task. Thus, we measured the execution time, the number of mouse clicks and the number of window switches. Finally, with respect to user satisfaction, we planned to evaluate which of the compared two systems the participants liked more and why. For this purpose, we used a follow-up questionnaire that we created by selecting a subset of questions/statements from the Perceived Usefulness and Ease of Use questionnaire (Davis, 1989) that was appropriate for our evaluation. We expected participants to implicitly and naturally refer to their previous experiences in using the conventional system when considering the performance of the SDArch system. Nonetheless, we set up a more formal comparative experiment making all participants engaged with the same documents and tasks via the two systems. This way we could extract a richer set of data to be compared in order to address our hypothesis and related research questions in terms of evaluation criteria. Table 1 summarizes the chosen evaluation methods and metrics for each of the three considered evaluation criteria.

The initial step of an empirical evaluation is the selection and recruitment of participants, whose background and abilities are representative of intended users of the system to be evaluated (Nielsen, 1993). The evaluation results will only be valid if the participants are typical users of the system, or as close to that criterion as possible. Another issue regarding the selection of the participants, which has attracted a lot of attention in the HCI community, is what should be a sufficient number of participants of the usability study. In terms of quality, Nielsen (Nielsen et al., 2003) argues that five expert users are sufficient to discover 85% of the usability problems in a system under evaluation. In our evaluation, we had six participants from three universities: University of Lugano (www.usi.ch), Switzerland; Simon Fraser University (www.sfu.ca), Canada; and University of Belgrade (www.bg.ac.rs), Serbia. All the participants were volunteers and had genuine motivation in using the new systems. Moreover, each participant had been involved in some courses covering the topic of our evaluation scenario, either as a lecturer or teaching assistant. Thus, they qualified as domain experts and final users of the system.

<table>
<thead>
<tr>
<th>Evaluation Criterion</th>
<th>Evaluation Method</th>
<th>Evaluation Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effectiveness</td>
<td>Objective – Quantitative Measure</td>
<td>Task Success Rates</td>
</tr>
<tr>
<td>Efficiency</td>
<td>Objective – Quantitative Measure</td>
<td>Task Completion Times</td>
</tr>
<tr>
<td></td>
<td>“”</td>
<td>Number of Mouse Clicks</td>
</tr>
<tr>
<td></td>
<td>“”</td>
<td>Number of Window Switches</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>5-level Likert scale</td>
<td></td>
</tr>
</tbody>
</table>

**Conducting the Evaluation**

We started the evaluation by the preparation phase whose main objectives were to create SDArch social network, to collect the evaluation document set, and to familiarize the participants with the SDArch services and tools. First, we initiated the SDArch social network by using the social network manager tool and created a software design patterns interest group. Then, we transformed initial 20 documents from our archive into semantic documents and added them
to the group’s shared semantic document repository. After that, we invited the participants to register to the SDArch social network and to join the group. Moreover, we asked the participants to check if they had some Office (i.e., Word and PowerPoint) documents related to the software design patterns topic in their archives, and if so to transform and publish some of them to the group’s semantic document repository. For the documents transformation (i.e., semantic annotation) process, all the participants were required to apply the same domain ontology, which we added to the group’s ontology repository. In addition, we created a simple web-based file upload form application and asked the participants to upload the original office documents that they transformed and published to the shared repository. In that way, we also obtained the original MS Office documents, which we needed for the tasks executions with the conventional system. One week after we initiated the software design patterns group, the total number of the shared semantic documents reached 50 documents. According to our experience in preparing course material, it was a sufficient number of documents that we planned to consider in the evaluation. Therefore, we decided to organize the evaluation session and conduct the evaluation tasks.

The evaluation session consisted of two phases, namely the observation and feedback phases. In the observation phase, we were observing the participants while they were conducting the evaluation tasks and tracked their behavior by using an appropriate screen-recording software (www.techsmith.com/camtasia.asp). To avoid asking the participants to install the screen recording software and to simplify the manipulation of the recorded materials, we asked the participants to perform the evaluation tasks on our PC with remote access control. For all the participants we created accounts on the PC and enabled them to access and control it remotely. In that way the only software that the participants needed to install/enable on their computers was a remote desktop connection software. This kind of software is supported as an official feature on all new-generation, Windows operating systems (e.g., Windows XP/Vista/7), so that the participants using Windows only needed to enable it, unless they had used it before. Four out of six participants already had the software installed on their laptops and were familiar with it, while the other two did not experience and report any difficulties in using it.

The participants were split into two control groups of three participants. The first group was asked to execute the tasks first by using the conventional system and then using the SDArch system. The second group used the compared systems in the opposite order. Each participant was allowed to do the evaluation tasks within two given days at the time he preferred, but in two separate, continuous time sessions one for the conventional system and the other one for the SDArch system. The sessions started and ended by the participants activating and deactivating the screen recording software.

The observation phase was followed by the feedback phase, where we asked the participants to fill in the follow-up questionnaire. The questionnaire was composed of the following nine statements:

S1: Using the SDArch services and SemanticDoc tools enables me to accomplish tasks more quickly;
S2: Using the SDArch services and SemanticDoc tools increases my productivity;
S3: Using the SDArch services and SemanticDoc tools improves the quality of the work I do;
S4: Using the SDArch services and SemanticDoc tools makes it easier to do my work;
S5: Overall, I find the SDArch services and SemanticDoc tools useful in my work;
S6: Learning to operate the SDArch services and SemanticDoc tools is easy for me;
S7: I find it easy to get the SDArch services and SemanticDoc tools to do what I want them to do;
S8: Interaction with the SDArch services and SemanticDoc tools is clear and understandable;
S9: Overall, I find the SDArch services and SemanticDoc tools easy to use.

The participants were supposed to rate each of the statements using 5-level Likert scale (Gediga et al., 1999), starting from 1 (strongly disagree) to 5 (strongly agree). First 5 statements from (S1-S5) were designed to gather subjective evaluation of the system usefulness. Statement S6 evaluated the system ease-of-learning. Statements S7-S9 were designed to gather subjective evaluation of the ease-of-use of the system.

Evaluation Results

By analyzing the data recorded during the observation phase, we gather indications about user effectiveness and user efficiency. With respect to user effectiveness, we tracked how many and which tasks participants completed successfully. All participants completed successfully all tasks, using both systems. In our opinion, this result is
mostly due to time-unlimited sessions and the ability of the participants to set the evaluation sessions at preferable
time as well as their genuine motivation to participate in the evaluation.

With respect to user efficiency we measured the task completion times, the amount of mouse clicks and the number
of window switches during the tasks executions. Table 2 and Figure 5 show the average and median task execution
times of all seven considered tasks for the two compared systems. Moreover, Table 2 reports standard deviation of
the task completion times for both systems, the relative performance of the participants when using the SDArch
system with respect to the conventional system. For example, the relative performance of 70% indicates that the
participants using the SDArch system needed 70% of the time that the participants using the conventional system
needed. Finally, we preformed a \textit{t-test} (Zimmerman, 1997) to investigate on the statistical significance of the
difference in the task completion times between two control groups (i.e., the participants using the SDArch system
and the participants using conventional system). The results of the \textit{t-test} (i.e., \textit{p-values}) are shown in the last column
of the table. In our case, \textit{p-values} represent the probability that the measured task completion times for the two
control groups are part of the same distribution. In general, \textit{p-values} below 0.05 are considered statistically
significant. In other words, \textit{p-values} of 0.05 or greater indicate that there is no statistically significant difference
between the results of two control groups.

<table>
<thead>
<tr>
<th>Task</th>
<th>Conventional System</th>
<th>SDArch System</th>
<th>Relative Performance</th>
<th>t-test p(T&lt;=t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.56</td>
<td>7.25</td>
<td>6.10</td>
<td>5.12</td>
</tr>
<tr>
<td>2</td>
<td>9.14</td>
<td>8.54</td>
<td>7.37</td>
<td>7.19</td>
</tr>
<tr>
<td>3</td>
<td>6.58</td>
<td>5.41</td>
<td>4.08</td>
<td>4.21</td>
</tr>
<tr>
<td>4</td>
<td>9.31</td>
<td>8.22</td>
<td>6.14</td>
<td>7.00</td>
</tr>
<tr>
<td>5</td>
<td>10:04</td>
<td>10:10</td>
<td>6.30</td>
<td>6.06</td>
</tr>
<tr>
<td>6</td>
<td>9:41</td>
<td>8:21</td>
<td>6.15</td>
<td>5.06</td>
</tr>
<tr>
<td>7</td>
<td>7:03</td>
<td>6:24</td>
<td>4.52</td>
<td>4.10</td>
</tr>
</tbody>
</table>

The measured times reported in Table 2 show that for each of the considered tasks, the participants needed less time
by using the SDArch system than the conventional one. The values of the relative user performance with respect to
the average task completion time range from 59.3% to 77.7%. Moreover, calculated \textit{p-values} for all tasks were
statistically significant (i.e., $< 0.05$), which actually means that by using the SDArch system the participants needed
significantly less time than by using the conventional system for all tasks.

Tables 3 and 4 show the same descriptive statistics for the number of mouse clicks and the number of window
switches, respectively. For both of these metrics, regarding all the tasks, the relative performance of the participants
when using the SDArch system with respect to the conventional system was less than 100%. In other words, the
participants performed less mouse clicks and window switches by using the SDArch system than by using the conventional one, regarding all considered tasks. In particular, a number of window switches for each task was significantly (more than two times) less with the SDArch system. Finally, t-test revealed that the difference between the results of the two control groups regarding the applied evaluation metrics is also statistically significant (p-values of all the tasks for both metrics are less than 0.05).

Table 3. Mouse clicks statistics

<table>
<thead>
<tr>
<th>Task</th>
<th>Conventional System</th>
<th>SDArch System</th>
<th>Relative Performance</th>
<th>t-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg.</td>
<td>Median</td>
<td>σ</td>
<td>Avg.</td>
</tr>
<tr>
<td>1</td>
<td>124.3</td>
<td>107</td>
<td>14.23</td>
<td>108.3</td>
</tr>
<tr>
<td>2</td>
<td>137.2</td>
<td>118</td>
<td>15.31</td>
<td>109.2</td>
</tr>
<tr>
<td>3</td>
<td>128.4</td>
<td>122</td>
<td>11.42</td>
<td>96.7</td>
</tr>
<tr>
<td>4</td>
<td>141.9</td>
<td>124</td>
<td>19.21</td>
<td>112.0</td>
</tr>
<tr>
<td>5</td>
<td>152.0</td>
<td>133</td>
<td>16.73</td>
<td>77.7</td>
</tr>
<tr>
<td>6</td>
<td>144.6</td>
<td>136</td>
<td>10.82</td>
<td>82.6</td>
</tr>
<tr>
<td>7</td>
<td>122.5</td>
<td>109</td>
<td>18.34</td>
<td>98.5</td>
</tr>
</tbody>
</table>

The measured task completion times (Table 2), numbers of mouse clicks (Table 3) and numbers of window switches (Table 4) indicate that the user efficiency when using the SDArch system outperforms from the user efficiency when using the conventional system, with respect to these three applied evaluation metrics.

Table 4. Window switches statistics

<table>
<thead>
<tr>
<th>Task</th>
<th>Conventional System</th>
<th>SDArch System</th>
<th>Relative Performance</th>
<th>t-Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg.</td>
<td>Median</td>
<td>σ</td>
<td>Avg.</td>
</tr>
<tr>
<td>1</td>
<td>20.4</td>
<td>12</td>
<td>7.04</td>
<td>4.4</td>
</tr>
<tr>
<td>2</td>
<td>17.3</td>
<td>15</td>
<td>3.22</td>
<td>6.2</td>
</tr>
<tr>
<td>3</td>
<td>21.6</td>
<td>17</td>
<td>4.54</td>
<td>5.2</td>
</tr>
<tr>
<td>4</td>
<td>23.2</td>
<td>18</td>
<td>5.21</td>
<td>6.6</td>
</tr>
<tr>
<td>5</td>
<td>21.8</td>
<td>19</td>
<td>3.18</td>
<td>5.6</td>
</tr>
<tr>
<td>6</td>
<td>22.4</td>
<td>19</td>
<td>3.71</td>
<td>6.3</td>
</tr>
<tr>
<td>7</td>
<td>18.5</td>
<td>14</td>
<td>5.57</td>
<td>4.0</td>
</tr>
</tbody>
</table>

The user satisfaction was the third evaluation criterion, besides the user effectiveness and efficiency, which we considered in the SDArch evaluation. The participants provided us their subjective feedback about the following user satisfaction dimensions: the system usefulness (S1-S5), ease-of-learning (S6) and ease-of-use (S7-S9). Table 4 shows average and median rating for all the nine statements. As all statements had been formulated as positive, the same rating value has the same interpretation for each of them. Statements S5 and S9, which express the overall satisfaction regarding the usefulness and ease-of-use respectively, were the two best-rated statements with an average rating of 4.8. The other statements were also rated as highly positive with average ratings ranging from 4.1 to 4.7.

Table 5. Subjective user feedback for the SDArch system

<table>
<thead>
<tr>
<th>Statement</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
<th>S9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>4.7</td>
<td>4.3</td>
<td>4.1</td>
<td>4.7</td>
<td>4.8</td>
<td>4.7</td>
<td>4.3</td>
<td>4.6</td>
<td>4.8</td>
</tr>
<tr>
<td>Median</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Related Work

Extensive research has been carried out lately on the application of semantic web technologies to different aspects of the learning content authoring. There are numerous approaches such as (Duval et al., 2001) that attempt to semantically annotate learning content at different levels of granularity in order to make it easily discoverable and reusable. However, in most of these approaches, the semantic annotations of the learning contents are stored in huge centralized repositories, which is contrary to the trends of the emerging Web of interlinked data (Berners-Lee et al., 2006). Two major problems with the centralized learning content repositories are the problem of restricted access and the weak integration with most frequently used authoring suites (e.g., MS Word and PowerPoint). There is still a
big lack of tools that would enable content authors to connect and search the existing learning content repositories directly from within the authoring suites. Besides semantic annotation and search, there are approaches (Dodero et al., 2005) that try to make use of ontologies and the semantic web protocols into collaborative authoring of learning content. Finally, there are approaches (Jovanović et al., 2006; Henze, 2005) that apply semantic web technologies to support dynamic assembly and personalization of learning content.

The use of social networking in e-learning has also started to attract a lot of attention recently. Terry Anderson has introduced the concept of 'educational social software', which he defines as networked tools that support and encourage individuals to learn together while retaining individual control over their time, space, presence, activity, identity and relationship (Anderson, 2005). The social networking tools have started to be applied to different aspects of the e-learning process. They are used to support a social constructivist approach to e-learning (Friensen et al., 2004), or more specifically, to support self-governed, problem-based and collaborative activities (Gillet et al., 2008). Moreover, the social networking has found its place in forming “optimal” student groups (Ounnas et al., 2008), thus helping teachers allocate students to groups based on a set of constraints. The use of social networking in e-learning has also initiated discussion about the extent to which social tools should be separated or integrated in learning management systems (LMS) (Gillet et al., 2005) Recent trends have showed moving e-learning beyond centralized and integrated LMS towards a variety of separate tools, which are used and managed by the students in relation to their self-governed work (Klamma et al., 2006).

In spite of the fact that semantic web technologies and social networking have already been applied to many aspects of e-learning, a full synergy of these two initiatives in the context of e-learning still needs to happen. To what extent e-learning and the learning content authoring can benefit from this synergy has to be answered through appropriate empirical studies. We believe that the empirical study that we conducted with SDArch represents a step in the right direction.

Conclusions

Although the use of semantic web technologies and social networking in the authoring of learning content has been studied extensively over recent years, the real benefit they brought to the authoring process is still unclear. Up to what extent these innovative technologies can improve the effectiveness and efficiency of authors in carrying out authoring tasks is a question that still seeks an answer. In our opinion, the right answer to this question can be obtained through an empirical study conducted with an authoring system that is featured by these technologies. In this paper, we presented the results of one such empirical study that we conducted to investigate the benefits of the novel, semantic document architecture (SDArch) with respect to the authoring of the course material. Since semantic web technologies and social networking are two pillars of SDArch, the benefits of SDArch naturally extend to them. Based on objective, quantitative measures of user effectiveness and efficiency, and the users’ subjective feedback, we found that the use of semantic web technologies and social networking results in improvements of the authoring of the course material compared to the conventional authoring approach. In the future work, we plan to perform a new, long-term evaluation study with more participants and a larger document collection. We also plan to consider the application of some other evaluation metrics, in addition to those applied in this study, as well as to provide more comprehensive statistical analysis of collected data.
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ABSTRACT

The knowledge society requires life-long learning and flexible learning environment that enables fast, just-in-time and relevant learning, aiding the development of communities of knowledge, linking learners and practitioners with experts. Based upon semantic wiki, a combination of wiki and Semantic Web technology, this paper designs and develops flexible e-learning environments for different application scenarios aiming to facilitate collaborative knowledge construction and maximize resource sharing and utilization. One application scenario is to support hybrid learning by deploying an online course platform and the first round of using has shown that the course platform can effectively facilitate and support students to fulfill task-driven learning in a more flexibly and friendly collaborative manner. The other application scenario is to build a teamwork platform for supporting collaborative e-research. After several months’ trial, team members agree that the platform can well meet their collaborative research work demands with the advantage of quick, easy and convenient operating assistance. The kernel idea of the collaborative e-learning environments is to enable structural organization of resources with semantic association while providing diverse customized facilities.
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Introduction

E-Learning has become one of the most popular teaching and learning methods by stretching the spatial and temporal barriers. Various e-learning systems have been developed in the past decade. Learning Management Systems are able to support online training with different levels of granularity and formalization, which focus on automation of some aspects of the design process, execution and assessment (Acqua, 2009). Learning Content Management System expects to provide standard-based content repositories that allow learners to capture, store, deliver, and manage learning resources (Goecks et al., 2002)(Jari et al., 2003). Furthermore, ubiquitous learning environment gains more and more attention in recent years, which aims to provide an interoperable, pervasive, and seamless learning architecture to connect, integrate, and share three major dimensions of learning resources: learning collaborators, learning contents, and learning services (Cheng et al., 2005)(Yang, 2006). However, almost the e-learning systems are self-independent and the learning resources are disordered, isolated, and heterogeneous, and there is no common overarching context for the available resources.

Virtual learning communities are cyberspaces in which individual and collaborative learning is implemented by groups of geographically dispersed learners and providers of knowledge to accomplish their goals of learning. Though there are no agreements on what constitutes a virtual learning community, it has gained widespread acceptance that virtual learning communities are knowledge based social entities where knowledge is the key to their success (Bhatt, 2001)(Malhotra, 2000). An important activity in a virtual learning community is the collaboration. Many virtual learning communities strive to attract new members or encourage members to learn and to contribute knowledge. Nevertheless, such collaboration environment is generally not supported by conventional learning environments (Hage et al., 2008).

E-learning 2.0 emerges inspired by the popularity of Web 2.0, which places increased emphasis on social learning and use of social software such as blogs, wikis, and etc. (Rosen, 2009). Conventional e-learning systems were based on instructional packets that were delivered to students using Internet technologies. The role of students consisted in learning from the reading and preparing assignments. By contrast, E-learning 2.0 is built around collaboration, which assumes that knowledge is socially constructed. Learning takes place through conversations about content and grounded interaction about problems and actions. Misanchuk et al. (2001) propose strategies focus on promoting communication, social interaction and participation to scaffold learning. Therefore, it is desirable to design and develop a sophisticated learning environment to achieve e-learning 2.0, encouraging learners’ active involvement of...
resource contribution, enabling convenient resources accessing and utilization, and facilitating better interaction and collaboration.

Semantic Web is the emerging landscape of new web technologies aiming at web-based heterogeneous resources that would be understandable and reusable by both humans and machines. Semantic knowledge is playing an increasing important role in order to have heterogeneous resources well organized and managed. Some researches have been done to utilize semantic web technologies to support e-learning (Kolovski et al., 2003) (Stojanovic et al., 2001) (Sampson et al., 2004). Wikis are well-known as online encyclopedias or websites that provide a vast source of information and allow each individual to contribute his own knowledge and experience on any topic (Clark, 2006). But a wiki is essentially a collection of Web sites connected via hyperlinks, which contain many hand-made, redundant, inconsistent lists and links and the meaning of its content is not machine-understood and machine-processable, so finding and comparing information from different pages is challenging and time-consuming.

By combining properties of wikis with Semantic Web technologies, semantic wikis emerged aiming to address problems due to the unstructured accumulated information of conventional wikis. The main idea is to make the inherent structure of a wiki – given by the strong linking between pages – accessible to machines beyond mere navigation. Semantic Wikis are structured, smart and accessible since they contain many lists that are computer-made, up-to-date and consistent. Although there are many researches on semantic wikis, much work focus on developing approaches to combining wikis with semantic technologies, which can be classified into two categories (Buffa, 2006). Most of the current projects on semantic wikis fall into the first category; i.e., they consider the use of wikis for ontologies, and the wikis become the front-end of the ontology maintenance systems, such as Platypus (Campanini, 2004), Rise (Decker, 2005), WikSAR (Aumueller et al., 2005), Semantic MediaWiki (Krötsch et al., 2007), etc. The second family of approaches focuses on the use of ontologies for wikis, and the typical semantic wikis include IkeWiki and SweetWiki (Buffa, 2006). So far, there have been many applications built upon different semantic wikis’ engines. Most of the applications are on knowledge management and collaborative knowledge base construction (Oren, 2006) (Lange, 2008) (Happel, 2007), yet few applications on e-learning. With the conception of e-learning 2.0, semantic wiki is suitable to achieve e-learning 2.0 with the advantage of collaborative editing and structural resource organization. Nevertheless, search results on the semantic wiki platforms are displayed in a list of wiki pages, which is not intuitive for learners to understand easily. This appeal to reorganization of search results based on ontology category for quick browse and further study. Furthermore, the usual platforms only support users to view their own contributions and provide statistics on the wiki pages, but not consider the social relationship between users and can’t recommend learning peers for collaborative learning and problem-solving. So learners usually feel isolated and are easily tended to become disengaged and inactive when they are outside of the social context.

Based on Semantic MediaWiki, this paper designs and develops Semantic Wiki-based Collaborative e-Learning Environments (SWiCLE) to better support learners collaborate to share, exchange and utilize learning resources in the sphere of e-learning 2.0. The kernel idea is to enable structural organization of learning resources with semantic association while providing diverse customized facilities, such as semantic search, multi-view filter, relevance-recommendation, etc.

**Structuring Learning Resources**

The kernel to structuring learning resources is to encapsulate learning materials with metadata descriptions and establish semantic linking between them. An ontology gives an explicit specification of a conceptualization with respect to the specific application domains by defining concepts and their properties, which lays the foundation to effectively organize and link resources with semantic relationship in an e-learning environment. Figure 1 illustrates an example of partial ontology within academic settings. As the figure shows, concepts include project, course, person, etc. These concepts’ properties are omitted except for their relationship with other concepts. The relationship consists of two types. One type is the usual relationship, including similar-to, prerequisite, is-a, part-of, related-to, etc. The other type is the specific relationship between the concepts, such as develop, participate, and study.

In SWiCLE, any multimedia objects (e.g. a block of text, PDF documents, images) and real world objects (e.g. people, organizations and events) are encapsulated as learning objects (LO) with metadata description. The metadata for a generic learning object falls into two categories. One is content description indicating what the learning object
is about, which is the basic information used to select learning objects. The other is context description that indicates when to present the learning object, which expresses the pedagogical information of a learning object as well as relationship with other learning objects. Currently, learning object metadata generation mainly depends on the manual annotation of resource contributors based on the pre-designed semantic templates. As a complement, the system can automatically extract some metadata by means of information extraction technology, which won’t be discussed in this paper. Furthermore, a semantic link network (SLN) is a model to intuitively represent the semantic relationships between document fragments or documents (Li et al., 2009), and we adopt SLN to represent relationship between learning objects. Therefore, the resource organization structure of SWiCLE can be considered as two interconnected networks or spaces (see Figure 2). The knowledge space depicts the knowledge structure in SWiCLE, which is composed of Ontology and LO-SLNS. Ontology describes the generalized knowledge (concept and relationship between concepts) in an application domain, and a learning object in semantic link networks is an instance of a concept in the ontology. The learning objects belonging to the same concept constitute one LO-SLN, and the lines within one LO-SLN or across different LO-SLNs express the relationship between learning objects. The hyperspace is a network of hypertext pages with learning materials (traditional hyperspace). A learning object corresponds to a page that embodies the learning object’s properties and related information (e.g. semantic relationship with other learning objects, annotations, comments).

Figure 1. An example of partial ontology

Figure 2. Conceptual model of resource organization
Semantic Search

In contrast to the traditional search, queries within semantic search lead to the focused search and quick location of the precise information and semantic related resources. SWiCLE provides the following three modes of semantic search.

Interactive Query

Generally, search results are ranked and sequenced in a descending relevance order, and learners have to browse the results one by one to determine which item is what they really needed. In this way, learners often feel tedious because of too many returned items. By contrast, we propose an interactive search that intends to help learners find what they need in a more easily and friendly way by displaying search results in an intuitive way.

When a learner inputs a query, he or she can search for the page of which title is exactly the same with the query keywords. If so the system will lead to the exact page, otherwise the system will return no matching result. The other situation is to search for related information for the given query. In such case, the system will firstly search for the matching instances in the repository and then return the corresponding categories (i.e. concepts in the ontology) that contain the instances. Each category is marked with a number to indicate the number of matching instances belonging to the category. Afterwards, learners can check which category is what they search for and then click the category. Accordingly, on the basis of matching instances belonged to the specific category, the system will search for more related instances and return to users as well. Taken the matching instances as the anchor ones, this step is to find semantic relevant instances. The simple approach for selecting the target instances for the one matching instance, purely based on the structure of the graph, is to collect the first N triples originated from the anchor instance, where N is the pre-defined traversal constraints. As for the case of two matching instances corresponding to the query, it is the key problem to find all the semantic association paths between the two instances so as to select relevant instances on the paths. The basic idea of the algorithm is to traverse the graph in a breadth-first order starting from the two instances. The following step is to rank the target instances in terms of their association weights. This can be accomplished by enabling a user to browse the ontology and mark a region (sub-graph) of nodes and properties of interest. If the discovery process finds some semantic association paths passing through these regions then they are considered relevant, while other associations are ranked lower or discarded. Furthermore, learners can click “all” to browse all the matching and related instances despite of the belonging category.

Script-based Advanced Query

This mode supports users to search for information with complex constraints, making dynamically generated query results available to users. By writing simple scripts in wiki pages according to syntax rules, users can obtain lists or tables composed of up-to-date information. For instance,

```{ask:
[[Category: expert]]
[research interests::artificial intelligence]]
?name =
?affiliation address=
|sort=name
|order=desc
}
```

This query can be used to find out all experts whose research interest is “artificial intelligence”, and only two properties (i.e. name and affiliation address) of experts are displayed in the descending sequence of expert name. Alternatively, as shown in figure 3, users can use a dialogue box to define the query. That is, input the searching objects and properties in the left and right column respectively. This example is to find out all tasks that are assigned to one specific user and three properties are displayed in the searching results, including status, start time, and end time. Yet this search mode seems difficult for non-technical learners. We are trying to modify this based on visual template, and thus learners only need to set constraints by ticking checkbox.
Comparison Retrieval

Especially, a comparison retrieval mode is designed for learners to find relationships between two learning objects, e.g. the connections between different books or the commonalities of people. For the given keywords, firstly identify the matching learning objects in repository, then their corresponding properties description are analyzed to find the potential connecting terms, and finally the search results are displayed in two columns within one page where the top potential connecting terms are properly highlighted so that the relationships between the two learning objects can be easily identified. For example, input the query to search for two persons as “David W. Johnson” and “Edythe Holubec”. Their basic information, teaching courses, books and involved activities will be listed in two columns with the highlighted connecting terms that indicate their commonalities. More information refers to (Li et al., 2009).

Collaboration Structure Analysis for Relevance-Recomendation

In an open e-learning environment, learners usually feel isolated and are easily tended to become disengaged and inactive when they are outside of the social context of the classroom (Wu et al., 2002). Thus, it is important to providing learners with social support according to learners’ collaborative structure, which can be achieved by analyzing learners’ performances and interaction based on their activities on the platform. In this way, when a learner encounters a problem or asks for help, appropriate learning-companions can be recommended to enhance learners’ in-depth communication and learning. Also, the environment can recommend related resources that are contributed or browsed by other closely-related learning-peers.

In SWicLE, learners can edit a specific page by means of four operations, including initiating a new page, adding text to an existing page, deleting text to an existing page, as well as restoring text to an existing page. As the editing history is all stored, we can compare different versions of a certain page based on text analysis technology to find out the operations executed by different learners.

Accordingly, several indicators can be computed for a learner, including participation, activity, and impact. Participation measures the involvement of a learner in the wiki pages. Activity indicates the activities a learner executed on wiki pages in a certain period of time. Impact is used to indicate a learner’s influence degree for his offered information. A learner’s impact is increased if other learners follow to edit the page initiated by the learner or view the page edited by the learner. On the contrary, his impact is decreased if his contribution text is deleted by other learners. These indicators can help to find out learners’ performances during collaborative learning process, and thus necessary assistance could be timely provided to enhance learning. Furthermore, we assume that it is more possible that two learners have similar interest if the number of pages they both edit is much bigger. So, mutuality is computed based on learners’ editing activities to measure the relationship between learners.
**Participation:**

\[ P_i = \frac{N_i + V_{\text{add}}^i + V_{\text{delete}}^i + V_{\text{restore}}^i}{\sum_{j=1,u} (N_j + V_{\text{add}}^j + V_{\text{delete}}^j + V_{\text{restore}}^j)} \]  

Where \( N_i \) denotes the number of pages initiated by the \( i \)th learner, \( V_{\text{add}}^i \), \( V_{\text{delete}}^i \), \( V_{\text{restore}}^i \) denotes the number of pages whose text is added, deleted, and restored by the \( i \)th learner, respectively. \( u \) denotes the total number of learners.

**Activity:**

\[ A_i = \alpha N_i + (1 - \alpha) \frac{P_i \times 1}{\Delta t_p (t - t_d) + \tau} \]

Where \( N_i \) and \( P_i \) respectively represents the number of pages initiated and edited by the \( i \)th person during the period \( \Delta t_p \), \( t \) is the current date and \( t_d \) is the date when the \( i \)th person edits the latest page. \( \tau \) is the adjust parameter to avoid the denominator is zero, and it is initially assigned 1. \( \alpha \) is parameter that adjusts the relative impact of user’s operation.

**Impact:**

\[ I_i = \alpha U_i + \beta V_i - \gamma D_i \]

Where \( U_i \) denotes the number of learners who edit the page initiated by the \( i \)th learner, \( V_i \) denotes the number of editing times of a page initiated by the \( i \)th learner. \( D_i \) denotes the number of times the \( i \)th learner’s contribution texts are deleted. \( \alpha, \beta \) and \( \gamma \) are adjustable parameters and \( \alpha + \beta + \gamma = 1 \).

**Mutuality:**

\[ M_{i,j} = \alpha |A_{i,j}| + (1 - \alpha) \left( \sum_{u \in A_{i,j}} \min(N_i^u, N_j^u) \right) \]

Where \( A_{i,j} \) denotes the set of pages co-edited by both of the \( i \)th learner and \( j \)th learner, and \( |A_{i,j}| \) is the number of pages co-edited by \( i \)th and \( j \)th learners. \( N_i^u \) ( \( N_j^u \) ) denotes the number of times the \( i \)th ( \( j \)th) learner edits on the \( u \)th page that belongs to \( A_{i,j} \). So the larger the value of mutuality is, the more close the relationship between the persons is, and vice versa.

![Figure 4. The architecture of SWiCLE](image-url)
The Architecture of SWiCLE

Figure 4 illustrates the architecture of SWiCLE. As the figure shows, SWiCLE comprises three layers. The storage layer serves as the underlying learning repositories. The application layer consists of modules about processing and exchanging of structural information, which is accomplished by Semantic Web technologies. The UI layer provides various user interfaces for decentralized learners.

The storage layer is comprised of knowledge base and content database. Knowledge base consists of ontology and semantic link networks. The former is an explicit specification of a conceptualization with respect to the specific application domains, and the latter represents various semantic relationships between learning objects. Content database deposits learning materials authored or uploaded by learners and instructors.

In the application layer, semantic template comprises predefined parts of text into pages, and placeholders that are instantiated with user-supplied text when the template is included into a page. By simply adding typed links or attributes to the template text, the semantic template also allows the encapsulation of semantic annotation. Inline query enables editors to add dynamically created lists or tables to a page, thus making up-to-date query results available to readers who are not even aware of semantic queries. Parser is responsible for converting the text written by the user into learning objects. It parses the text for semantic annotations, layout directives, and links. Render takes charge of filling the page dynamically based on semantic templates, which determines the display layout delivered to learners. As extended from RAP (http://sourceforge.net/projects/rdfapi-php), the rest modules are used to create and store knowledge base. OWL Query & Export and RDF Query & Export give direct access to the formalized knowledge, which opens SWiCLE up to a wide range of external applications that will be able to use it as a background knowledge base.

Regarding the UI layer, several distinctive functionalities are provided. Semantic search comprises three search modes that are detailed in the former section. With the assistance of Ontology & Content authoring module, experts or administrators can construct and modify the domain ontology, and learners can create and edit learning objects along with properties via templates. Semantic linking allows learners to annotate links between learning objects via a special type of markup, while Comment empowers learners to evaluate learning objects with certain grading and remark. Relational navigation function offers additional information on the relation the semantic link describes, which changes the way content is presented based on semantic links and enables the content aggregation from different pages. This can include enriching pages by displaying of semantically related pages in a separate link box, displaying of information that can be derived from the underlying knowledge base, or even rendering its content of a page in a different manner that is more suitable for the context (e.g. multimedia content vs. text content). Multi-view filter offers faceted browsing to learners with advanced text search and filtering functionalities. With this function, property values of learning objects that occur more often can be grouped. Learners can select the values they would like to see by checking them, and then query results that do not hold the selected values will vanish. Relevance-recommendation function is to proactively recommend learning companions and related resources that are contributed or browsed by other closely-related learning-peers. This function is implemented based on analyzing learners’ collaborative structure.

Applications

With an integrated, scalable and easy-to-use interface, SWiCLE serves as an entry point for learners to conveniently author, access, reuse and aggregate resources via diverse intelligent facilities, such as semantic search, relational navigation, relevance-recommendation, multi-view filter, etc.

Application Scenario 1: An online course for hybrid learning

As a preliminary application built on SWiCLE, we have developed an online course “Introduction to Artificial Intelligence”. By adopting task-driven collaborative learning strategy, the online course is flexibly designed to support hybrid learning. Figure 5 shows the semantic linked pages guided for relational navigation. During learning process, learners can browse learning content sequentially or click the marked blue text in the right flowing panel to study other content such as key concepts, previous task, etc. Meanwhile, learners can collaboratively edit each page.
and comment on each page as well. To motivate students’ collaboration, the final assignment of this course comprises three stages: individual design; mutual evaluation; and modification. Figure 6 shows one student’s final assignment and mutual discussion with other students on the assignment. Additionally, as figure 7 illustrates, the course management module is especially designed for teachers allowing them to lookup students’ activities, manage course resources and etc. Herein the interface shows students’ contributions.

**Figure 5.** Semantic linked pages for relational navigation

**Figure 6.** Collaborative discussions on a student’s final assignment

Twenty-two junior undergraduate students enrolled in the one-semester optional course. The course was carried out from March 2010 to June 2010 and took place 3 hour per week in a classroom. Besides listening in the classroom, students were required to finish one or two tasks for each learning unit through the online course platform. Each task is composed of several sequential learning steps.
An experimental study is conducted to understand students’ perceived attitudes toward the use of semantic-wiki-based course platform. Furthermore, this study is to investigate the effects of course platform on quantity of collaborative editing and its influence on learning achievements. Thus, this study proposes two interesting research questions: 1) Students’ attitudes toward the course platform; 2) Is the course platform able to improve students’ learning results?

When the course ended up, a questionnaire to evaluate students’ attitudes toward the course platform based on the semantic wiki was given to 22 students and 20 valid answer sheets were returned. The questionnaire included thirteen questions using a five-point Likert scale, which can be classified into four dimensions: (1) Perceived usefulness of the course platform; (2) Perceived ease of using the course platform; (3) Learning satisfaction of the course platform; (4) Willingness for future use. This questionnaire was originally developed by Davis (1989) and Azouaou et al. (2004), which is modified to evaluate how students come to accept and use PAMS 2.0 (Addison, 2010). Likewise, we modified the questionnaire based on the four dimensions. During questionnaire design process, we invite four experts whose major is psychology and computer to evaluate the validity of questions in terms of each dimension, and accordingly delete or modify some ambiguous or unsuitable questions. On the other hand, we asked students to complete the same questionnaire after three months, and then computed the test-retest reliability ($r=0.816$), which implies that the reliability of the questionnaire is sufficiently high.

Table 1 shows the result of this questionnaire. In terms of perceived usefulness, 100% students agree that course platform is useful to support their collaborative learning as indicated in question 1. In question 2, 85% of the students think that the course platform is useful to organize individual and group knowledge within a group. Likewise, in question 3, 95% of the students agree that the course platform is useful to share their thoughts with group members or all students. Nevertheless, regarding question 4, only 65% students think that the relational navigation is useful for learning. The reason for the unexpected results is that some students thought that the hierarchical task-step navigation mode is too deep to use, which lessen their enthusiasm to a certain degree. In terms of perceived ease of use, regarding question 5, 6, 7 and 8, most of students agree that it is easy to use the course platform. It’s worthwhile to point that 25% students are not sure about the easiness of the course platform as indicated in question 7. The reason behind it is that these students seldom or never use web 2.0 systems before. In terms of learning satisfaction, 100% students are satisfied with the discussion function in the course platform. Likewise, regarding question 10 and 11, most of the students are satisfied with the course platform. In terms of willingness for future use, 80% students are willing to keeping using the semantic-wiki-based platform in the future while the rest remain neutral. As for the last question, 75% students prefer using the course platform in other courses, 15% students do not decided, and 10% students are reluctant to use it in other courses. After interviewing with several students, we know that students are required to use different platform in different courses, which increases their working load and lessen their enthusiasm on using the platform for the formal learning. Yet they admit that they would like to use the platform for informal learning.
Table 1. Questionnaire results (N=20)

<table>
<thead>
<tr>
<th>Questions</th>
<th>SA</th>
<th>A</th>
<th>U</th>
<th>D</th>
<th>SD</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived usefulness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1) I think the course platform is useful for supporting collaborative learning.</td>
<td>5</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.25</td>
</tr>
<tr>
<td>2) I think the course platform is useful to organize individual or group knowledge in a group.</td>
<td>10</td>
<td>7</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>4.35</td>
</tr>
<tr>
<td>3) I think the course platform is useful to share individual thoughts with group members or all students.</td>
<td>8</td>
<td>11</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4.35</td>
</tr>
<tr>
<td>4) I think the relational navigation function of the course platform is useful for learning.</td>
<td>5</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>3.7</td>
</tr>
<tr>
<td>Perceived ease of use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5) I think the co-edit function of the course platform is very easy to use.</td>
<td>6</td>
<td>10</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>4.05</td>
</tr>
<tr>
<td>6) I think the discussion function of the course platform is very easy to use.</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>4.15</td>
</tr>
<tr>
<td>7) I think it is easy for me to learn how to use the course platform.</td>
<td>5</td>
<td>10</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>3.95</td>
</tr>
<tr>
<td>8) I think the course platform is easy to express individual thoughts.</td>
<td>5</td>
<td>13</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4.15</td>
</tr>
<tr>
<td>Learning satisfaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9) I am satisfied with the discussion function in the course platform.</td>
<td>5</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.25</td>
</tr>
<tr>
<td>10) I am satisfied with peer interaction function in the course platform.</td>
<td>5</td>
<td>13</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4.15</td>
</tr>
<tr>
<td>11) I think the course platform is suitable for collaborative learning.</td>
<td>6</td>
<td>13</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4.25</td>
</tr>
<tr>
<td>Willingness for future use</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12) I would like to keep using the semantic-wiki-based platform in the future.</td>
<td>6</td>
<td>10</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>4.1</td>
</tr>
<tr>
<td>13) I would like to use course platform in other courses.</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Note. SA, strongly agree; A, agree; U, undecided; D, disagree; SD, strongly disagree.

Regarding the second research question, we perform significant correlation analysis between students’ activities on the course platform and their learning achievement. Students’ activities are mainly reflected by their editing behavior, and thus we adopt the formula \[ A = N_i + 2 \sqrt{M_i - N_i} \] to compute the \( i \)th student’s activities (\( A_i \)), where \( N_i \) denotes the number of pages initiated by the \( i \)th learner, \( M_i \) denotes the number of times of editing operation performed by the \( i \)th student. Students’ learning achievement refers to their final grade that is obtained based on students’ mutual marking and teacher’s marking. The result of Spearman correlation analysis between students’ behaviors and grades is shown in table 2. From the table, we can see that the two variables are moderately positive correlated (\( R=0.548, p=0.012 \)), which denotes that students’ activities on the course platform can affect their final grades to a certain degree.

Table 2. Correlation matrix for variables grade and behavior

<table>
<thead>
<tr>
<th>Correlations</th>
<th>grade</th>
<th>behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spearman's rho</td>
<td>1.000</td>
<td>.548*</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.012</td>
<td>.007</td>
</tr>
<tr>
<td>N</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>behavior</td>
<td>.548*</td>
<td>1.000</td>
</tr>
<tr>
<td>Sig. (2-tailed)</td>
<td>.012</td>
<td>.007</td>
</tr>
<tr>
<td>N</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

*. Correlation is significant at the 0.05 level (2-tailed)

Application Scenario 2: A teamwork platform for collaborative e-Research

Scientific documents, research instruments, researchers’ competence and cooperation among researchers are fundamental resources of scientific research. Research teams usually construct a platform or website to manage and
deliver their scientific resources, yet almost the platforms serve as the information propagation portals with simple documents management and communication functionalities. Based upon SWiCLE, We have constructed a sustainable teamwork platform to effectively support team members to capture, publish, share and manage explicit knowledge resources, to aid efficient scholarly communication and development of communities of knowledge, and to link novice with experienced researchers for better team building.

As figure 8 shows, we have built an ontology for scientific research. The three colored parts from left to right displays the tree-structure categories (i.e. concepts), instances and corresponding properties, which allows users to easily browse ontology in an intuitive and friendly way. The teamwork ontology concepts comprise project, task, people, document, question, etc. Correspondingly, we design several modules to manage resources, such as project management module (PMM), document management module (DMM), knowledge item management module (KIMM), and question management module (QMM). Figure 9 illustrates the collaborative working mode. All the team members can share documents, propose questions or add knowledge items during working process. A manager can create a new project, assign relevant tasks to other team members, and submit some referential materials if needed. Then each team member can examine the projects or tasks allotted to him in his personal working space as illustrated in figure 10. In the personal working space, each user can also know about recent events and changes on the platform, manage his own documents, find all the questions he proposes for others or other team members.
propose for him, as well as calendar setting and favorites management. Figure 11 is the interface to lookup timeline of the team. When the mouse moves upon any event, a small window will pop up automatically showing the event description. This function allows the users to have a quick view of the whole team’s working planning and progress.

![Figure 10. Personal working space](image)

![Figure 11. Team working timeline](image)

To find out user’s individual behaviors on the platform as well as mutual interaction among team members, we adopt the formulas mentioned before to conduct analysis in terms of users’ participation, activity, impact and interaction for a period of 10 weeks. Figure 12 shows team members’ participation statistics result. As the figure shows, there is a large gap between the users. The team member with the highest participation is the postgraduate who is responsible for the platform maintenance, and the team members with lower participation are almost undergraduates who less participated in the research. To further understand users’ behaviors, figure 13 illustrates the changing trend of specific team members’ activities over the period. There is one member who edits one page in the first week and no activities anymore because this student changed to other team. The user “yuanyuan liu” who is responsible for the platform maintenance are active during the period except one week, and the other two users’ activities are relatively steady. Figure 14 shows team members’ impact and mutual interaction, in which the node represents team member and the edge represents mutual interaction between team members. The bigger the node is, the higher impact of the member is. It is obvious that there are two members who have no interaction with others since they join the team very late; and besides, the team leader “yanyan li” has the highest impact, and then members “yuanyuan liu”,...
“yonghe zhang” as well as “shaoqian ma” have higher impact compared with others. Furthermore, the thickness of the edge denotes the interaction degree between team members. The thicker of the edge is, the closer interaction between members is and vice versa. Apparently, there is a clique within which the members have intensive interaction while the rest have fewer interactions with others. From figure 12 to 14, we can find that computation of indicators such as participation, activity, impact and mutuality can actually reflect users’ actions and interactions. This provides the basis to develop visualization modules that allow teachers or monitors to understand users’ performances on the platform in a more intuitive and convenient way.
Discussion and Conclusion

Collaboration becomes an essential competency in the current knowledge society. In this study, a collaborative e-learning environment SWiCLE is designed based on semantic wiki to better support resource authoring, accessing, sharing and reusing via friendly facilities and to facilitate flexible collaborative learning as well. Compared with general e-learning platforms such as BlackBoard, Moodle, or other specific collaborative platforms (e.g. BBS, blog), Semantic wiki, a combination of wiki and Semantic Web technology, not only provides full functionalities of wikis for flexible interaction by allowing each individual to contribute his own knowledge and experience on any topic, but also enables structural organization as well as semantic association of resources.

As a preliminary exploratory application, we have developed an online course platform to support hybrid learning. Because it is an optional course, we don’t know the students in advance. So we designed and developed the course based on task-driven mode without requirement analysis. The course comprises nine learning units and each unit comprises several tasks. To fulfill each task, students are required to follow the predesigned learning steps. Furthermore, several facilities are provided to support students’ collaborative learning. Our initial thought is that the task-driven mode with collaborative knowledge building scaffold can lead students through learning process in an easier and effective way. When the course ended up, by means of questionnaire and interview, we learn that most of students are satisfied with the semantic-wiki-based course platform. Yet some students thought that this kind of hierarchical task-step navigation mode is too deep to use, which lessen their enthusiasm to a certain degree. On the other hand, the situation that some students are not familiar with wiki operation on the platform hinders them in learning process.

Regarding the collaborative teamwork platform, we conducted requirement analysis in advance and determined to design a lite platform to serve collaborative e-research within a team, such as task management, document management, discussion, etc. In order to organize various resources in a coherent and structured manner, we design an ontology and thus the increasingly added instances can be automatically semantic-linked according to the relationship between concepts defined in the ontology. Accordingly, each user own a personal working space in which he can conveniently view all the tasks assigned to him, all the documents shared with others, and all the questions proposed to him and he propose to others. As well, he can check his calendar and favorites easily. So far, almost each user agrees that the platform can satisfy his or her routine work in an easily and friendly manner, and especially, the platform can effectively support their collaborative research work.

Based upon the two applications, it can be seen that semantic-wiki-based platforms could provide diverse useful facilities for different application scenarios by enabling structural organization and semantic association of resources. Yet, it is worthwhile to note that ontology design plays an important role in resource structuring and semantic association. In addition, it is indispensable to conduct requirement analysis and then accordingly design different functionalities to cater for different applications.

Future work is to build a large-scale teacher training community based on SWiCLE to support life-long learning, whilst investigate the information flow and interaction content among users to analyze the community structure and user role, based on which to provide intelligent learning support for users in the community.
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ABSTRACT
Over the last decade Learning Objects (LOs) have gained a lot of attention as a common format for developing and sharing digital educational content in the field of technology-enhanced learning. The main advantage of LOs is considered to be their potential for component-based reuse in different learning settings supporting different learning activities. However, despite the importance of the concept of reuse and its potential benefits in digital educational content production and deployment, there are only sporadic efforts to study issues related to LOs reuse that would allow interested parties (such as people, organizations and initiatives) to assess the conditions for and eventually implement systematic LOs reuse within the context of learning activities design and development. This is a drawback in adopting the LOs paradigm towards reducing costs and effort. In this paper, we study existing efforts for the definition of the different steps involved during the LOs lifecycle, we identify the aspects of LOs reuse within the context of learning activities design and development, we propose a thorough workflow for LOs lifecycle that can support LOs reuse and enable us to define a set of metrics for cost effective LOs reuse, and discuss the cost effectiveness conditions in various use cases.
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Introduction
Over the last decade Learning Objects (LOs) have gained a lot of attention as a common format for developing and sharing digital educational content in the field of technology-enhanced learning. Within the rich literature related to LOs, the issue of reuse appears to be an important one (Wiley, 2002; Polsani, 2003; McGreal, 2004; Caswell et al., 2008). This is mainly due to the fact that design and deployment process of high quality educational resources is very expensive, and therefore, any effort to reduce development costs is highly desirable (Zimmermann et al., 2006). However, despite the importance of the concept of reuse and its potential benefits in educational content production and deployment, there are only sporadic efforts to study issues related to LOs reuse that would allow interested parties (such as people, organizations and initiatives) to assess the conditions and eventually implement systematic LOs reuse within the context of learning activities design and development. This is a drawback towards the large scale adoption of the LOs paradigm aiming at reducing costs and effort.

In this paper, we study existing efforts for the definition of the different steps involved during the LOs lifecycle that can support LOs reuse and we identify their limitations. Based on the discussion of existing proposals, we propose a thorough workflow for LOs lifecycle that can support LOs reuse within the context of learning activities design and development. Finally, we use the proposed LOs lifecycle workflow to define a set of metrics so as to measure the cost effectiveness of LOs reuse and we extract recommendations that can facilitate interested parties to take more informed decisions about the potential benefits of LOs reuse.

Learning Objects Lifecycle and Reuse

What is Learning Objects Reuse?

The main arguments in favor of LOs reuse are twofold. On one hand, LO reuse is highlighted due to the anticipation of cost reductions in the design and development of educational resources while maintaining quality. This is based on the assumption that the more times a LO is reused in different learning settings the more cost effective that LO becomes. On the other hand, LO reuse can be an indicator for a high quality education resource. This is under the assumption that the more a LO is reused the more likely it is to be of high quality as more teachers and/or learners will have the opportunity to interact with it and provide feedback on its use and quality. However, despite the importance of the concept of LOs reuse, the technology-enhanced learning (TeL) community has not agreed to a
commonly accepted definition of the term ‘reuse’ resulting to multiple interpretations. The concept of LOs reuse, just as the concept of LOs, is presented in LOs literature in different ways as shown in Table 1.

Table 1. LOs Reuse Definitions

<table>
<thead>
<tr>
<th>Authors</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wiley (2002, p. 12)</td>
<td>“LOs can be used over and over again in similar contexts or in domains other than those for which they were designed”.</td>
</tr>
<tr>
<td>Polsani (2003, p. 4)</td>
<td>“A LO is predisposed to be reused in multiple instructional contexts”.</td>
</tr>
<tr>
<td>Palmer &amp; Richardson (2004, p. 5)</td>
<td>“Reuse is the extent to which a LO can operate effectively for a variety of users in a variety of learning contexts over time in order to achieve the same or a different objective from that envisaged by its supplier”.</td>
</tr>
<tr>
<td>Rensing et al. (2005, p. 4),</td>
<td>“Reuse of LOs is any kind of use of existing LOs which are already used in a certain context for teaching or learning by trainers or learners in a new context to serve the same or a new purpose”.</td>
</tr>
<tr>
<td>Zimmermann et al. (2007, p. 49)</td>
<td>“To reuse the LO with a different group of learners for which the LO was originally created”.</td>
</tr>
<tr>
<td>Colossus (2005, p. 1)</td>
<td>“Reuse is effective to the extent that a learning resource or any part of it can be fit into another learning resource or in another context for learning”.</td>
</tr>
</tbody>
</table>

Hence, based on the above definitions, we can conclude that the ability to reuse LOs includes the ability to reuse them in a different learning context and/or for a different targeted group and/or for the attainment of a different learning objective and/or for a different subject matter. Thus, one can note that the dimensions that affect the potential for LOs reuse are similar with the characteristics that define a learning activity (Beetham, 2007; Conole and Fill, 2005). According to Beetham (2007) a learning activity is a specific interaction of learner(s) with other(s) and with an environment (optionally involving resources, tools and services) that is carried out in response to a task orientated towards specific learning outcomes. Furthermore, according to Conole & Fill (2005) there are three (3) dimensions that constitute a learning activity:

- **The context** within which the activity occurs, this includes the subject matter (i.e., physics, geography, math, arts, etc.), the level of difficulty, the intended learning outcomes (i.e., recall, understand, etc.) and the environment within which the activity takes place (i.e., computer-based, lab-based, etc.).
- **The pedagogical approach** adopted (i.e., problem based learning, inquiry based learning, etc.)
- **The tasks** undertaken to achieve the intended learning outcomes. Tasks can be described by the type of task (i.e., reading, writing, viewing, etc.), the techniques used (i.e., presenting, discussing, arguing, etc.), associated tools and resources (i.e., computer, software, mobile devices, etc.), the interaction (i.e., class based, group based, etc.) and roles (teacher, learner, group leader, etc.) of those involved and the assessments (i.e., formative, summative) associated with the learning activity (Falconer et al, 2006).

Based on the above discussion and assuming that the pedagogical approach adopted can be considered as part of the context within which the activity occurs (Conole, 2007; Bailey et al., 2006; Weitl et al., 2004), in this paper we adopt the following definition for the concept of LO reuse: “Learning object reuse can be defined as the extent to which a Learning Object can be used in different digital or non digital learning activities, where a learning activity is defined as the interaction of learner(s) with other(s) and with a learning environment, which emerges as a result of performing a task within a particular learning context in order to achieve one or more learning objectives” (Sampson & Papanikou, 2009, p. 34)

**Learning Objects Lifecycle**

In order to study the process of LOs reuse, we need study the LOs lifecycle. In the literature there are some works that attempt to define the steps involved in the LOs lifecycle (Rensing et al., 2005; Collis & Strijker, 2004; Van Assche & Vuorikari, 2006). Most works study the LOs lifecycle in relation to the design and development of Learning Object Repositories (LOR). McGreal (2004) has defined LORs as systems that “enable users to locate, evaluate and manage learning objects through the use of “metadata”, namely descriptors or tags that systematically describe many aspects of a given learning object, from its technical to its pedagogical characteristics” (p. 3). First, Collis & Strijker (2004) argue that a LO can pass through six (6) different steps (following one another) during its lifecycle:
• **Obtaining**: the first step of the lifecycle is obtaining or creating a LO.
• **Labeling**: the LO created in the previous step is described with educational metadata.
• **Offering**: the LO is offered in a LOR so that other people can find it and retrieve it.
• **Selecting**: a user searches and selects from a LOR the LO that will suit the new needs.
• **Using**: after a LO is selected, it can be used either as it is in a new environment or modified in order to match the needs of the new environment within which the LO will be used.
• **Retaining**: after the use of the LO there are three possible choices, namely, the future use of the LO, its revision or its retraction from the LOR.

There are two main weaknesses in this proposal. First, in order for individual users to make use of existing LOs, they must be able to efficiently search for LOs and then evaluate the LOs returned as a result of that search, as to whether or not they are appropriate to be reused for meeting their specific expectations (Campbell, 2003). For that reason, in our work we propose that the step of “Selecting” should be explicitly identified as separate steps, namely, searching for appropriate LOs and selection of the most appropriate ones. Second, this proposal does not take into consideration the possibility of disaggregating a LO into its constituent parts and the selection of those suitable parts for the new learning activity (Colossus, 2005; Weitl et al., 2004). Therefore, if a LO is not reused in a learning activity as it is, then, two (2) more steps may be required, that is the modification and/or the aggregation with other LOs.

Another attempt to define the steps implemented in the LOs lifecycle was made by Rensing et al (2005) where the step of “Using” in (Collis & Strijker, 2004) is further analyzed. Considering both re-use (defined by Rensing et al (2005) as, any kind of use of existing LO, which are already used in a certain learning or teaching context) and re-purposing (defined by Rensing et al., 2005) as, the modification of the LO in a way that suits a new learning or teaching context, which differs from the learning or teaching context that the LO was created for) this proposal identifies the extra steps of:

- **Modularization** of the LO, that is splitting the LO into several smaller LOs and selecting the appropriate ones.
- **Adaptation** of the LO, namely the modification of the LO with regard to at least one of its aspects (defined by Rensing et al (2005) as language, layout or terminology) to make it fit to a new learning or teaching context.
- **Aggregation** of the LO with other LOs to create a new one.

However, this proposal does not take into consideration issues that have important influence in time and cost of development, such as the selection of the appropriate LOs, the description of the LOs derived from the reuse process with metadata and the integration of the LO into the new learning or teaching context (Van Assche & Vuorikari, 2006).

The most complete effort for the explicit definition of the steps involved in the LOs lifecycle was made by Van Assche & Vuorikari (2006). The authors describe the LOs reuse in relation to a LO quality management policy and compared to the other two proposals, they add the following steps in the process of LOs lifecycle:

- **Approve**, where a LO before published in a LOR is reviewed (i.e., peer review) in order to ensure its high quality
- **Evaluate** that includes the criteria based on which the selection of suitable LOs for reuse is made
- **Integrate** that includes the technical (i.e., integration in a LMS) and/or pedagogical integration (expressed as the reshuffling the sequence of LOs in their proposal) of the LO into a new learning or teaching context.

Also, Van Assche & Vuorikari (2006) present the step of “Repurpose & Reuse” where the transformation of the LO takes place so that it can be reused in a new learning or teaching context. They argue that in this step the following actions may occur:

- **Disaggregation** of the LO into its constituent parts.
- **Aggregation** of the LO with other LOs.
- **Modification** of the LO content and/or of the sequence of the constituent parts of the LO.

Yet, in literature we can find more modification types that can be applied to a LO. These are divided into three (3) main dimensions (Zimmermann et al., 2006; Colossus, 2005; Duval & Hodgins, 2003):

- **Modifications to the LO layout/appearance**, when different LOs are combined to create a new LO, then modifications to LO appearance are needed or when different accessibility needs are addressed (i.e., people with
disabilities) then modifications to the display of the content is needed (i.e., white font and black background, so as to be accessible from low vision people)

- **Modifications to the LO content**, when different languages or terminology are addressed or when the sequence of the constituent parts of the LO is modified.
- **Modifications to the LO technical format** when different content delivery media and/or technology is addressed (i.e., mobile devices)
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Figure 1. Learning Objects Lifecycle Workflow

Furthermore, none of the above approaches include in the LOs lifecycle the identification of needs that will lead to the selection of an appropriate LO or, if an appropriate LO does not exist, to the development of a new one. Identification of needs and intended learning outcomes are the first factors that influence the LO development
process (Palmer & Richardson, 2004). Finally, another important step not mentioned in the above approaches that encourages the LOs reuse in different learning or teaching contexts, is the step of LOs feedback. Feedback is defined as the process in which teachers and/or learners provide their advices/comments and/or ratings to a specific LO related to its use and quality (Weitl et al., 2004; Currier et al., 2004). Feedback is needed to support LO selection and maintain quality control. The feedback step could be integrated into the step of a LO’s metadata characterization. However, it may include components such as rating that cannot be integrated in any of the IEEE LOM (IEEE LTSC, 2002) elements, so it is suggested to comprise an individual step.

Proposed Workflow for Learning Objects Lifecycle

Based on the discussion of existing proposals presented in the previous section, we propose a thorough workflow (including roles and their related functions) for LOs lifecycle in which LOs reuse is examined from the perspective of learning activities design and development. The proposed workflow assumes that the learning activities of an educational scenario have been already designed; we then begin with the phase of population learning activities with LOs. The participating roles in the workflow are the following:

- **Teachers**: Their role is twofold. On the one hand, they can develop new LOs to support their learning activities, possibly describe them with educational metadata and offer them to a LOR for future use by other users. On the other hand, they can re-use existing LOs (by applying modifications or not) to support learning activities towards the attainment of specific learning objectives.

- **Authors**: One can identify two (2) categories of authors, namely, the authors of educational content (role: author-content) and the authors of educational metadata (role: author-metadata). The authors of educational content (role: author-content) are responsible for the development of educational content in the form of LOs, ensuring that the produced LOs correspond to the learning objectives that were defined by the instructional designer. Authors may consist of sub-entities such as: (a) subject experts, who are responsible for developing learning content on a specific subject (i.e., astronomy, mathematics, biology), (b) graphic designers, who are responsible for developing the graphical elements of a LO, as well as, its look and feel and (c) technical developers, who make use of specific software tools in order to implement the desirable level of interaction among the LO and its user. The authors of educational metadata (role: author-metadata) are responsible for characterizing LOs with educational metadata.

- **Instructional Designers**: They define learning objectives and they design appropriate learning activities that will lead to the accomplishment of these objectives. They are responsible for designing and/or selecting appropriate LOs that will support the learning activities they wish to implement. Moreover, they facilitate authors to create and/or adapt LOs by providing advices regarding the instructional design of the LO, they can support the authors of metadata to describe LOs with educational metadata and they offer them to the LOR.

- **LOR Managers**: They are responsible for the LOR’s policy, such as rights, terms of use and quality mechanisms. They approve and publish LOs to the LOR offered by the teachers and/or instructional designers. Finally, they are responsible for the possible retraction of LOs from the LOR.

- **Learners**: They are the final users of the LOs and the main participants in the learning activities. They also provide their feedback related to the use and quality of the LOs.

The functions that the proposed workflow includes are described below:

- **Identify Educational Needs**: The first function of the proposed workflow is the identification of educational needs. During this function the “role:instructional designers” or the “role:teachers” define the requirements that a LO must fulfill in order to be successfully used to support the learning activity they wish to implement. Therefore, the result of this function must be the explicit definition of the dimensions of the learning activity (as they have been defined in previous section) in which the LO will be used.

- **Search**: Before a LO is developed from scratch the “role:instructional designers” or the “role:teachers” searches the LOR (this can be one LOR or a federation of LORs) to examine if there is one or more existing LOs that fully or partly fulfill the requirements of the new learning activity (as defined in the previous function) and, therefore, they can be reused to a certain extent. Searching in a LOR includes searching based on criteria (fill in text fields or select a value from a vocabulary) that correspond to certain metadata elements and the return of one or more results which fulfill the search criteria. The result of this function is not a LO, but one or more metadata records that correspond to the search criteria. If the search results do not return a LO that fulfill these requirements, then the “role:instructional designers” can inform the “role:authors-content” to proceed to the...
function of “Develop” a new LO. Alternatively, the “role:teachers” can proceed to the function of “Develop” a new LO. Otherwise, the “role:instructional designers” or the “role:teachers” proceed to the function of “Select”.

- **Develop**: At this function the “role:authors-content” or the “role:teachers” develop a new LO to support the learning activity with the requirements defined by the roles that participate to the function “Identify Educational Needs”.

- **Describe**: At this function the LO developed in the previous function is described with educational metadata following either IEEE LOM or an application profile created to serve specific needs. The “role:authors-metadata” characterize with educational metadata the LO developed by the “role:authors-content” or the “role:teachers” characterize with educational metadata the LO that they have developed during the previous function.

- **Offer**: The LO that has been already described with metadata in the previous function is offered to the LOR by the “role:instructional designers” or the “role:teachers”, so that other users can use it.

- **Approve**: Before a LO is published to the LOR and made available to its users, it may be reviewed (according to the LOR policy) by the “role:LOR managers” (i.e., peer review) in order to ensure its quality.

- **Publish**: Since a LO has been described with educational metadata and considered to be suitable for use, it can be made available (with or without usage restrictions or cost) by the “role:LOR managers” to other users of the LOR.

- **Select**: The “role:instructional designers” or the “role:teachers” in this function should evaluate the LOs returned as a result of the function “Search” in order to select the one that satisfies to a certain extent the requirements of their learning activity. The fundamental criterion that should affect the decision of LO selection must be the requirements defined in the function “Identify Educational Needs”. If a LO fulfills those requirements, then it can be reused as it is. Otherwise the LO must be modified in order to meet the specific requirements of the learning activity in hand. Other criteria that influence the decision of LO selection are comments made by other roles (role:learners and/or role:teachers), evaluations (i.e., peer review) of the LO or number of users downloaded the LO. A LO selection may be also based on copyright restrictions or cost.

- **Obtain**: Since the appropriate LO has been selected, the “role:instructional designers” or the “role:teachers” can obtain it. This sometimes requires usage permission by the owner of the LO or payment. Provided that LO fulfills the requirements of the new learning activity at the function of “Select”, then the “role:instructional designers” or the “role:teachers” can reuse the LO directly after integrating it into their learning activity. Otherwise they must go the function of “Modify”.

- **Modify**: Often, direct reuse of a LO is not feasible because it does not match the requirements of the learning activity that it will be used, as a result the following sub-functions may occur:
  - **Disaggregate**: In this sub-function, the “role:instructional designers” or the “role:teachers” decompose the LO into its constituent parts and those parts that match the requirements of the new learning activity are identified. The disaggregated LO constitutes a new LO. However, this LO may not be suitable as it is to cover completely the requirements of the new learning activity. Therefore the “role:instructional designers” should inform the “role:authors-content” to proceed to the function of “Adapt” an existing LO. Alternatively, the “role:teachers” can proceed to the function of “Adapt” an existing LO.
  - **Adapt**: In this sub-function, the “role:authors-content” or the “role:teachers” modify the LO, so as to fit to the requirements of the new learning activity. Adaptations may occur in the three (3) different dimensions that were defined in the previous section, namely, adaptations to the LO layout/appearance, adaptations to the LO content and adaptations to the LO technical format.
  - **Aggregate with other LOs**: In this sub-function, the “role:instructional designers” or the “role:teachers” aggregate the LO with other(s) LO(s) and thus a new LO is created. The LOs used for aggregation may result from the selection through the LOR or may be new LOs developed from scratch. When existing LOs are used, then their disaggregation or adaptation may be required.

- **Integrate**: At this function the “role:instructional designers” or the “role:teachers” integrate the LO into the environment that supports the learning activity in hand.

- **Use**: At this function the LO is used in a specific learning activity by the “role:learners” and/or the “role:teachers” towards the attainment of specific learning objectives.

- **Feedback**: In order for the LOs to be retrieved and used effectively in different learning activities more information are required about how they were used in practice, beyond the information derived by their educational metadata records provided by the “role:authors-metadata” or the “role:teacher”. A number of techniques are used in order for “role:learners” and/or “role:teachers” to provide feedback in the LOs of a LOR. The most commonly used techniques are comments (referring to the context of use of the LO and its usefulness)
and ratings (the use of star ratings and/or hit counters that illustrate the number of downloads of a certain LO give a good indication of users’ impression about the LO) (Gehringer et al., 2007; Kay & Knaack, 2007)

- **Delete**: The “role:LOR managers”, who are responsible for publishing a LO may decide that the LO must be retracted and, therefore, removed from the LOR, under certain circumstances.

**Metrics for Cost Effectiveness of LOs Reuse**

In this section, we use the proposed workflow of LOs lifecycle, so as to define metrics for cost effective LOs reuse, which can facilitate interested parties (people, organizations and initiatives) to assess the cost for systematic LOs reuse. Despite the importance of the concept of LOs reuse and its potential benefits, it seems that there are not proposed metrics for measuring the cost of LOs reuse, so as to enable us to perform a cost-benefit analysis. For this purpose, we propose to identify and adapt relevant cost metrics as in the field of software engineering.

**Related Work**

In the field of software engineering, reuse is considered as a very important factor for productivity and quality of software systems. As a result, a number of methods have been developed to measure the cost effectiveness of software code reuse (Frakes & Terry, 1996). Component-based Software Development (CBSD) is commonly accepted as a cost effective approach, as it emphasizes on the creation of software systems using reusable components (Washizaki et al., 2003). However, although software components reuse promises reduction in the development cost and time, as well as benefits in productivity and quality, its application in practice does not necessary ensure that these benefits can be achieved. Therefore, appropriate metrics and models have been proposed as tools to measure and assess the impact of reuse (Hafeh et al., 2002).

Within this context, Poulin et al. (1993) described a set of cost metrics for software components re-use used by the IBM company (http://www.ibm.com) that are the most commonly used mainly because they are simple to understand and easy to calculate during the software development process (Mascena et al., 2005). Theis main cost metrics are:

- **Relative Cost of Reuse (RCR)**, which is defined as the cost for reusing a software component divided by the cost normally incurred to develop it for one-time use,

- **Relative Cost of Writing Reusable Software (RCWR)**, which is defined as the cost for developing a reusable software component divided by the cost of developing it for one-time use.

These metrics can be used as input in a return on investment model (ROI), upon which managers may rely their business decisions.

In the TeL literature, there are some works that have applied metrics from the software engineering field for the purpose of measuring the potential reusability of learning objects. Cuadrado & Sicilia (2005) explores the possibility of using existing object oriented design metrics proposed by Chidamber & Kemerer (1994) and adapting them to the LO domain, so as to measure the complexity of individual LOs internal structure and consequently assess their potential reusability. Cervera et al. (2009) have also adapted these metrics in their study to measure potential reusability and quality of individual LOs by means of correlation between these metrics and their metadata. Finally, Mat Noor et al. (2009) applied the metrics proposed by Cuadrado & Sicilia (2005), so as to measure the potential reusability of individual LOs selected from existing LORs (such as MERLOT and SMETE). However, these works assess only the potential reusability of individual LOs and they do not propose metrics for measuring whether the process of LOs reuse is cost effective in practice. In order to achieve that, we should be able to perform a cost-benefit analysis within a well-defined workflow of the LOs lifecycle (this has been defined in previous section), where cost variables can be assigned for each function of the workflow and metrics for cost effective LOs reuse can be defined.

**Proposed Metrics**

In this section, we assign cost variables that correspond to all different functions of the proposed workflow of LOs lifecycle, so as a cost-benefit analysis to be feasible. Table 2 presents these variables.
Table 2. Identified Costs of the Proposed LOs lifecycle Workflow

<table>
<thead>
<tr>
<th>LOs Lifecycle Workflow Functions</th>
<th>Cost Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identification of Educational Needs</td>
<td>C\text{needs}</td>
</tr>
<tr>
<td>Search</td>
<td>C\text{search}</td>
</tr>
<tr>
<td>Selection</td>
<td>C\text{select}</td>
</tr>
<tr>
<td>Obtain</td>
<td>C\text{obtain}</td>
</tr>
<tr>
<td>Disaggregation</td>
<td>C\text{disaggregate}</td>
</tr>
<tr>
<td>Adaptation</td>
<td>C\text{adapt}</td>
</tr>
<tr>
<td>Aggregation with Other</td>
<td>C\text{aggregate}</td>
</tr>
<tr>
<td>Integration</td>
<td>C\text{integrate}</td>
</tr>
<tr>
<td>Feedback</td>
<td>C\text{feedback}</td>
</tr>
<tr>
<td>Description</td>
<td>C\text{metadata}</td>
</tr>
<tr>
<td>Offer</td>
<td>C\text{offer}</td>
</tr>
<tr>
<td>Approval</td>
<td>C\text{approve}</td>
</tr>
<tr>
<td>Publish</td>
<td>C\text{publish}</td>
</tr>
<tr>
<td>Development</td>
<td>C\text{develop}</td>
</tr>
</tbody>
</table>

Next, we present a set of metrics that can facilitate measuring the cost effectiveness of LOs reuse.

**Cost to Create a Single Non-Reusable LO (C2CNRLO)**
This metric is defined as the cost needed to develop a non-reusable LO from scratch. According to the proposed LOs lifecycle workflow, the functions that are needed to develop a single non-reusable LO are: a) identify educational needs, b) develop, c) integrate and d) feedback. As a result, C2CNRLO metric can be calculated using the following formula:

\[ C_{2CNRLO} = C_{\text{needs}} + C_{\text{develop}} + C_{\text{integrate}} + C_{\text{feedback}} \]

**Additional Cost for Reusable LO (ADC4RLO)**
This metric is defined as the additional cost needed to create a reusable LO. According to the proposed LOs lifecycle workflow, the additional functions that are needed to develop a reusable LO are: a) describe, b) offer, c) approve and d) publish. As a result, ADC4RLO metric can be calculated using the following formula:

\[ ADC4RLO = C_{\text{metadata}} + C_{\text{offer}} + C_{\text{approve}} + C_{\text{publish}} \]

We should mention here that ADC4RLO takes its maximum value if the particular LO is reused only once. Provided that the particular LO is frequently re-used, then ADC4RLO could be reduced to practically zero.

**Cost to Create a Single Reusable LO (C2CRLO)**
This metric is defined as the cost needed to create a reusable LO from scratch. According to the proposed LOs lifecycle workflow, the cost needed to create a reusable LO (C2CRLO), includes the cost needed to create a non-reusable LO (C2CNRLO), as well as the additional cost needed to create a reusable LO (ADC4RLO). As a result, C2CRLO metric can be calculated using the following formula:

\[ C_{2CRLO} = C_{2CNRLO} + ADC4RLO \]

**Cost to Create a Sequence of LOs within a new Learning Activity (C2CLO)**
This metric is defined as the cost needed to create from scratch non-reusable LOs (C2CNRLO) and/or reusable LOs (C2CRLO) for the needs of a new learning activity. This metric can be calculated as follows:

\[ C_{2CLO} = \sum_{i=1}^{K_1} C_{2CNRLO_i} + \sum_{i=1}^{K_2} C_{2CRLO_i} \]

Where:
• \((K_1)\) is the number of non-reusable LOs developed for the purpose of the new learning activity
• \((K_2)\) is the number of reusable LOs developed for the purpose of the new learning activity

Cost to Reuse a Single LO within a new Learning Activity (C2RLO)
This metric is defined as the cost needed to reuse a LO (with or without modifications). According to the proposed LOs lifecycle workflow, we should examine two (2) cases:

- **Cost to reuse a LO without modifications in the new learning activity (C2RLO\text{AsIs})**: when a LO is reused without modifications in a new learning activity, then the functions that are implemented based on the proposed LOs lifecycle workflow are the following: a) identify educational needs, b) search, c) select, d) obtain, e) integrate and f) feedback. As a result, C2RLO\text{AsIs} metric can be calculated using the following formula:

\[
C2RLO_{\text{AsIs}} = C_{\text{needs}} + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}} + C_{\text{integrate}} + C_{\text{feedback}} = (C2CRLO - C_{\text{develop}}) + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}}
\]

- **Cost to reuse a LO after modifications in the new learning activity (C2RLO\text{modify})**: when a LO is reused after modifications in a new learning activity, then the functions that are implemented based on the proposed LOs lifecycle workflow are the following: a) identify educational needs, b) search, c) select, d) obtain e) disaggregate f) adapt, g) aggregate with others, h) describe, i) offer, j) approve, k) publish, l) integrate and m) feedback. In this case except the additional functions (in relation to the case of reusing a LO without modifications) that may emerge due to LO modification (namely, disaggregate, adapt, aggregate with other LOs), the functions of description, offer, approval and publish to the LOR have been added, since it is most likely that a modified LO needs to have its educational metadata updated and it must be offered to the LOR as a new LO in order to be available to other users. Consequently, within the context of calculating the Cost to Reuse a LO after modifications, we should examine three complementary (3) cases:
  - Cost to reuse after disaggregation (C2RLO\text{disaggregate}): this metric can be calculated using the following formula:

\[
C2RLO_{\text{disaggregate}} = C_{\text{needs}} + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}} + C_{\text{disaggregate}} + C_{\text{metadata}} + C_{\text{offer}} + C_{\text{approve}} + C_{\text{publish}} + C_{\text{integrate}} + C_{\text{feedback}} = (C2CRLO - C_{\text{develop}}) + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}} + C_{\text{disaggregate}}
\]

  - Cost to reuse after adaptation (C2RLO\text{adapt}): this metric can be calculated using the following formula:

\[
C2RLO_{\text{adapt}} = C_{\text{needs}} + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}} + C_{\text{adapt}} + C_{\text{metadata}} + C_{\text{offer}} + C_{\text{approve}} + C_{\text{publish}} + C_{\text{integrate}} + C_{\text{feedback}} = (C2CRLO - C_{\text{develop}}) + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}} + C_{\text{adapt}}
\]

  - Cost to reuse after aggregation with other LOs (C2RLO\text{aggregate}): this metric can be calculated using the following formula:

\[
C2RLO_{\text{aggregate}} = C_{\text{needs}} + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}} + C_{\text{aggregate}} + C_{\text{metadata}} + C_{\text{offer}} + C_{\text{approve}} + C_{\text{publish}} + C_{\text{integrate}} + C_{\text{feedback}} = (C2CRLO - C_{\text{develop}}) + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}} + C_{\text{aggregate}}
\]

As a result, the cost to reuse a single LO within a new learning activity could be equal to the following minimum and maximum values:

\[
C2RLO = \begin{cases} 
\text{(min)} & (C2CRLO - C_{\text{develop}}) + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}} - C2RLO_{\text{AsIs}} \\
\text{(max)} & (C2CRLO - C_{\text{develop}}) + C_{\text{search}} + C_{\text{select}} + C_{\text{obtain}} + (C_{\text{aggregate}} + C_{\text{disaggregate}} + C_{\text{adapt}}) = C2RLO_{\text{modify}} \end{cases}
\]

The total cost of reusing LOs in a new learning activity can be calculated as follows:

\[
C2RLO = \sum_{i=1}^{M1} C2RLO_{\text{AsIs}LO_i} + \sum_{i=1}^{M2} C2RLO_{\text{modify}LO_i}
\]

Where:
• \((M_1)\) is the number of LOs reused without modifications for the purpose of the new learning activity
• \((M_2)\) is the number of LOs reused after modifications for the purpose of the new learning activity

Cost Benefit due to Reuse LO (CB2RLO)
This metric is defined as the total cost benefit that derives from the total cost of creating a sequence of non-reusable LOs and/or reusable LOs minus the cost of reusing LOs (with or without modifications) for the same learning activity. As a result, CB2RLO metric can be calculated using the following formula:

\[
CB2RLO = C2CLO - C2RLO
\]
Discussion

Based on the proposed metrics for measuring the cost effectiveness of LOs reuse, we can discuss the conditions of different cases, in which LOs reuse can be considered as cost effective. For this purpose, we examine the Cost Benefit due to Reuse (CB2RLO) metric, which should have a positive value, so as to consider that the LOs reuse is cost effective. This means that the following formula should be valid:

\[ \text{CB2RLO} = \text{C2CLO} - \text{C2RLO} > 0 \Rightarrow \text{C2CLO} > \text{C2RLO} \]

Assuming that: \( K_1+K_2 = M_1+M_2 \)

From the above formula, we can consider the following four (4) cases:

1. **The learning activity can be designed with non-reusable LOs that are developed from scratch or by reusing LOs without any modification:** for this case, formula (1) is transformed as follows:

   \[ \sum_{i=1}^{K} \text{C2CNRLO}_i > \sum_{i=1}^{K} \text{C2RLO}_i \text{AsIs}_i \text{LOi} \cdot \text{By analyzing this formula, we get the following result:} \]

   \[ \sum_{i=1}^{K} \text{C_develop} > \sum_{i=1}^{K} (\text{C_search} + \text{C_select} + \text{C_obtain}) . \]

2. **The learning activity can be designed with non-reusable LOs that are developed from scratch or by reusing LOs which have been all modified:** for this case, formula (1) is transformed as follows:

   \[ \sum_{i=1}^{K} \text{C2CNRLO}_i > \sum_{i=1}^{K} \text{C2RLO}_i \text{modify}_i \text{LOi} \cdot \text{By analyzing this formula, we get the following result:} \]

   \[ \sum_{i=1}^{K} \text{C_develop} > \sum_{i=1}^{K} (\text{C_search} + \text{C_select} + \text{C_obtain} + \text{C_disaggregate} + \text{C_aggregate} + \text{C_adapt} + \text{ADC4RLO}) . \]

3. **The learning activity can be designed with reusable LOs that are developed from scratch or by reusing LOs without any modification:** for this case, formula (1) is transformed as follows:

   \[ \sum_{i=1}^{K} \text{C2CRLO}_i > \sum_{i=1}^{K} \text{C2RLO}_i \text{AsIs}_i \text{LOi} \cdot \text{By analyzing this formula, we get the following result:} \]

   \[ \sum_{i=1}^{K} (\text{C_develop} + \text{ADC4RLO}) > \sum_{i=1}^{K} (\text{C_search} + \text{C_select} + \text{C_obtain}) . \]

4. **The learning activity can be designed with reusable LOs that are developed from scratch or by reusing LOs which have been all modified:** for this case, formula (1) is transformed as follows:

   \[ \sum_{i=1}^{K} \text{C2CRLO}_i > \sum_{i=1}^{K} \text{C2RLO}_i \text{modify}_i \text{LOi} \cdot \text{By analyzing this formula, we get the following result:} \]

   \[ \sum_{i=1}^{K} \text{C_develop} > \sum_{i=1}^{K} (\text{C_search} + \text{C_select} + \text{C_obtain} + \text{C_disaggregate} + \text{C_aggregate} + \text{C_adapt}) . \]

If we group the costs, \( \text{C_search} + \text{C_select} + \text{C_obtain} \) and consider them as a total cost for searching and obtaining LOs from a typical LOR and if we also group the costs \( \text{C_disaggregate} + \text{C_aggregate} + \text{C_adapt} \) and consider them as a total cost for modifying an existing LO then from the formulas described above, we can conclude the following:

- **Case 1:** The process of reusing a sequence of LOs (without any modifications) for a new learning activity is cost effective only if the sum of the costs to search and obtain them from a LOR is lower than the sum of the costs to develop them (as non-reusable LOs) from the scratch.
- **Case 2:** The process of reusing a sequence of LOs (with modifications) for a new learning activity is cost effective only if the sum of the costs of: a) searching and obtaining them from a LOR, b) modifying them and c) offering them back to the LOR is lower than the sum of the costs to develop them (as non-reusable LOs) from the scratch.
• **Case 3:** The process of reusing a sequence of LOs (without any modifications) for a new learning activity is cost effective only if the sum of the costs to search and obtain them from a LOR is lower than the sum of the costs to develop them from the scratch as reusable LOs and offer them to the LOR.

• **Case 4:** The process of reusing a sequence of LOs (with modifications) for a new learning activity is cost effective only if the sum of the costs of: a) searching and obtaining them from a LOR and b) modifying them is lower than the sum of the costs to develop them from the scratch as reusable LOs and offer them to the LOR.

For cases 2 and 3, we should mention that Additional Cost for Reusable LO (ADC4RLO) could be reduced to practically zero provided that the particular LO is frequently reused.

An essential cost of the LOs reuse process is the cost of searching and obtaining LOs from LORs. For this purpose, it is important that the LOs process of reuse is supported by effective LORs that can significantly facilitate their end users to narrow their search results and select more easily LOs for reuse within a given learning activity. This will substantially lower the costs for searching and obtaining LOs from the LORs and will make the LOs reusability process more cost effective. Moreover, when modifications to the LOs are needed these increase significantly the cost compared to the cost needed to create the LO from scratch and reduce the potential cost benefits of reuse. Therefore, further analysis would be needed to study under which circumstances LO modifications are costs effective over LO development from scratch. This observation supports the need for LORs to stimulate the versioning and its sharing among LOR users. Finally, possible automatic modifications (i.e., automatic LO modification for different disability categories) can significantly lower the cost of LOs reuse.

**Conclusions**

The main advantage of Learning Objects in Technology-enhanced Learning has been claimed to be their potential for component-based reuse in different learning settings. Nevertheless, there are only sporadic efforts to study issues related to LOs reuse that would allow interested parties (people, organizations and initiatives) to assess and implement systematic LOs reuse. In this paper, we have studied the concept of LOs reuse within the context of learning activities design and development, we studied and discussed the limitations of existing proposals for LOs reuse and we proposed a thorough workflow for LOs lifecycle that can capture LOs reuse processes. Based on this workflow, we proposed a set of metrics for measuring the cost of LOs reuse as a process rather than measuring only the potential reusability of individual LOs. This is an important issue for large scale deployment of the LO paradigm, since it contributes towards assessing the conditions for LOs reuse being cost effective. The proposed metrics bare the potential for cost benefit analysis of the LOs reuse process from interested parties within the framework of Open Resources Initiatives.

**Acknowledgments**

The work presented in this paper has been partly supported by the PATHWAY Project that is funded by the European Commission's 7th Framework Programme, Supporting and coordinating actions on innovative methods in science education: teacher training on inquiry based teaching methods on a large scale in Europe (Contract No: SIS-CT-2010-266624).

**References**


Jordanian Pre-Service Teachers’ and Technology Integration: A Human Resource Development Approach

Jamal Abu Al-Ruz and Samer Khasawneh
The Hashemite University, Faculty of Educational Sciences, Department of Curriculum and Instruction, Zarqa, Jordan 13133 // jamalruz@hu.edu.jo // samer70802@yahoo.com

ABSTRACT

The purpose of this study was to test a model in which technology integration of pre-service teachers was predicted by a number of university-based and school-based factors. Initially, factors affecting technology integration were identified, and a research-based path model was developed to explain causal relationships between these factors. The results supported the hypothesized causal model. The model parameter estimates clearly revealed that a number of factors influenced pre-service teachers’ technology integration in their field training. With regard to the university-based factors, the modeling of technology was a highly influential factor impacting pre-service teachers’ technology self-efficacy, technology proficiency, and usefulness of technology. Technology self-efficacy was the most important factor with the highest direct effect on technology integration. With regard to the school-based factors, the support structure was the most influential factor with the highest direct effect on technology integration. This study provides some evidence that this model is helpful in determining pre-service teachers’ efforts to integrate technology into their classroom practice during field training.
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Introduction

In recent years, the use of computer technology in education has gained global acceptance. Computer technology is widely used as an instructional tool in almost every teaching-learning setting and its use is continuing to expand (Hogarty, Lang, & Kromrey, 2003). There is a general belief that technology integration in the curriculum may result in improvement of classroom instruction (Libscomb & Doppen, 2004) and ultimately may provide students with the needed skills to survive and compete in the twenty-first century digital society (Norris, Sullivan, Poiriot, & Soloway, 2003). Further, it may improve students’ learning (Mills & Tincher, 2003); critical thinking skills (Harris, 2002); and achievement, motivation, and attitudes (Waxman, Lin, & Michko, 2003).

Technology can provide powerful tools for students’ learning, but its value depends upon how effectively school teachers use it to support instruction in the classroom (Fulton, Glenn, & Valdez, 2004). One promising area of research involves the study of technology integration in the classroom by pre-service teachers. Pre-service teachers are viewed as the transmitters of up-to-date knowledge and can effectively link theory into practice. The ability of pre-service teachers to integrate technology into the curriculum is needed to guarantee their future success and the success of their students. To this end, many teacher-education programs are concerned with how to properly provide pre-service teachers with the technology-related attitudes and skills needed to integrate technology into classroom practices (Wilson, 2003). It is well documented in the literature that the teacher-education courses that expose pre-service teachers to technology play a major role in pre-service teachers’ overall use of technology and may assist them in learning to integrate technology into their future classroom practice (Collier, Weinburgh, & Rivera, 2004; Pope, Hare, & Howard, 2002).

Models of technology use by pre-service teachers have been developed over the past few years. For example, Venkatesh, Morris, Davis, and Davis (2003) developed the Unified Theory of Acceptance and Use of Technology (UTAUT). They suggested that eight elements play an important role in technology acceptance: gender, age, experience, voluntariness of use, performance expectancy, effort expectancy, social influence, and facilitating conditions. These variables were found to predict 70% of the variance in user intentions toward computer technology. Yuen and Ma (2002) used the Technology Acceptance Model (TAM) with pre-service teachers to examine the influences of perceived usefulness and perceived ease of use on their intention to use. The results of the study indicated that perceived usefulness had a significant positive effect on intention and usage but not on perceived ease of use. Likewise, Smarkola (2007) and Ma, Andersson, and Streith (2005) used a modified version of the TAM
to examine determinants for pre-service teachers’ use of computer technology. They discovered that perceived usefulness and ease of use of the technology were the key factors.

Dexter and Riedel (2003) found that pre-service teachers’ comfort with technical skills (e.g., word processors and Internet browsers) and availability of computers at school site was rated the highest in their effect on technology integration in the teaching process. In their study, based on individual interviews, pre-service teachers indicated that technology was not modeled by instructors via the courses taught. Chen (2004) found that pre-service teachers increased their confidence in using computer technology by having experiences from a previous computer course. Chen (2004) asserts that “teachers need to have the confidence and positive attitudes towards computers that will motivate them to integrate computers into their instructional strategies” (p. 50). Moreover, Anderson and Maninger (2007) found that pre-service teachers’ self-efficacy was the best predictor of technology use in the classroom. Further, Smarkola (2008) used the decomposed theory of planned behavior to examine pre-service teachers’ intentions to use computer technology in their teaching. The results indicated that usefulness of computers and computer confidence were the best predictors.

Based on the above discussion, it is obvious that regardless of the level of available infrastructure and support from administration, there is concern as to whether pre-service teachers are prepared to integrate the technology that is available to them into teaching (Brown & Warschauer, 2006; Firek, 2002; Ma, Andersson, & Streith, 2005). Some of these factors were modeling of technology, computer self-efficacy, computer proficiency, and perceived usefulness of technology. The present research is an attempt to modify previous research models by proposing a new model that is more relevant to pre-service teachers.

Teacher-education research suggests that pre-service teachers need to observe university faculties modeling technology in their courses to learn how technology can be effectively used to enhance instruction (O’Bannon & Judge, 2004; Schrum, Skeele, & Grant, 2003). It is through these courses that pre-service teachers are to receive all the training that they will need to integrate technology into their teaching upon entering their classroom practice (Banister & Vannatta, 2006). On the other hand, it is suggested that modeling technology in university courses may improve students’ technology self-efficacy, technology proficiency, and the perceived usefulness of technology. Further, overall support and technology availability also influenced the use of technology in the classroom.

The first university-based factor is technology self-efficacy. Technology self-efficacy refers to pre-service teachers’ perceptions of their ability to use technology effectively in the classroom. According to Social Learning Theory (Bandura, 1997), successful past experience with technology (vicarious experiences) would be expected to lead to higher self-efficacy whereas poor past performance would tend to lower self-efficacy (Wood & Bandura, 1989). It is therefore likely that those pre-service teachers who receive some type of training about how to use relevant dimensions of technology may develop and report more positive efficacy beliefs (self-confidence levels) than those who do not receive such training (Dawson & Rakes, 2003). These high self-efficacy beliefs, in turn, would lead to pre-service teachers’ successful integration of technology in instruction (Bandura, Adams, & Beyer, 1977; Wall, 2004).

The second university-based factor is technology proficiency. Pre-service teachers are expected to be knowledgeable about current technology and how it can be used to promote learning (Jacobsen, Clifford, & Friesen, 2002). It is well established in the literature that improvements in university students’ technology proficiencies were reported during their courses of study in which technology was integrated (Anderson & Boarthwick, 2002). This technology proficiency, in turn, is one of the most important characteristics influencing pre-service teachers’ success at integrating technology in instruction (Hernandez-Ramos, 2005; Kanaya, Light, & Culp, 2005).

The third university-based factor is the perceived usefulness of technology, meaning the degree by which pre-service teachers feel technology is useful for present and/or future work. When pre-service teachers are exposed to technology during coursework, various aspects of such technology may enhance their perceptions of the usefulness of the technology in their future jobs. In turn, such perceived usefulness of technology plays a critical role in predicting integration of technology in the classroom (Mathieson, Peacock, & Chin, 2001).

Previous research has also emphasized the importance of other factors impacting technology integration in the classroom. Among these highly influential factors is overall support and technology availability. Overall support is support that is technical in nature or comes from teachers and administrators. Both types of support have often been
considered to be influential factors in teachers’ technology-integration practices (Grant, Ross, Wang, & Potter, 2005; O’Dwyer, Russell, & Bebel, 2004). Moreover, research has also emphasized the importance of the support that comes from the school principal as well as from cooperating teachers, which is the primary stimulus for incorporating technology in the classroom (Zhao & Frank, 2003). The other factor that is important to pre-service teachers’ technology integration is the availability of the technology. Access to technology has been thought of as a main obstacle for technology integration for the last decade (Culp, Honey, & Mandinach, 2003). Without adequate technology, pre-service teachers may have little opportunity to integrate technology into the classroom (Morris, 2002). Filed placements in technology-enriched environments have been found in the research to be a positive factor contributing to technology integration (Karagiorgi, 2005). Although pre-service teachers are prepared to use technology in their field placements, the lack of support and technology availability (access to computers and software) also play an important role in integrating technology into the classroom (Vannatta & Fordham, 2004; Wozney, Venkatesh, & Abrami, 2006). In short, pre-service teachers’ integration of technology is indeed influenced by factors found in both the university environment and field-training environment.

**Statement of the problem**

How to prepare pre-service teachers to integrate technology in the classroom has been a subject of concern in recent years. Even though the integration of technology in the classroom has the potential to enhance students’ learning, the research continues to report that pre-service teachers are not utilizing technology in the classroom during their field training (Morris, 2002). The primary purpose of this study is to develop and test two path models, one related to the university environment, and the other related to the school environment. The first path model describes an antecedent variable (the modeling of technology in teacher-education courses) that influence multiple university-based variables (technology self-efficacy, technology proficiency, and perceived usefulness of technology) of pre-service teachers’ efforts to integrate technology in the classroom. The second path model tests the effects of two school-based variables (overall support and technology availability) on pre-service teachers’ effort to integrate technology in the classroom.

![Figure 1. A model of pre-service teachers’ integration of technology](image-url)
Overview of the model

The first research model hypothesized a positive link from the modeling of technology in teacher-education courses to three university-based factors (technology self-efficacy, technology proficiency, and usefulness of technology). The aforementioned university factors are also hypothesized to positively influence technology integration. The second research model hypothesized a positive link from two school-based factors (overall support and technology availability) to technology integration. The two path models are isolated but are related through their impact on technology integration, meaning that in order for the first path model to take place, the second path model should be in place. Figure 1 presents the hypothesized relationships.

Methodology

Research design

The design employed in this study was a descriptive survey research design in which factors impacting pre-service teachers’ technology integration were investigated through survey instrument. Path models of the direct effects of prediction variables were tested. To assess the adequacy of the models’ fit, path analysis was conducted using LISREL 8.51 procedures (Joreskog & Sorbom, 1993).

Study context

The present study took place in one of Jordanian public universities. The undergraduate program prepares classroom teachers in capstone courses related to the curriculum, teaching sources, teaching methods, and technology use in a variety of subjects including Arabic language, Islamic studies, social studies, science, math, and vocational education. Within this program, faculty members utilize instructional technology (e.g., Blackboard and Integrity systems) and micro-teaching to deliver high-quality instruction. Moreover, students are required to interact with this technology in the form of discussion boards, digital drop boxes, video watching, and presentations. On the last semester prior to graduation, pre-service teachers are required to attend practicum training in hosting schools, teaching actual classes. Pre-service teachers usually teach all courses for grades 1 to 4 five days a week from 7:30 AM to 2:15 PM. Further, pre-service teachers are required to spend three hours per week on the university campus, meeting with faculty members to discuss their field experience and effective methods of integrating technology into classroom instruction.

Population and sample

The target population for this study was the 1120 classroom teachers who attended the teacher-education program at a public university in Jordan for the academic years 2006 through 2009. The sample of this study comprised 1,008 pre-service teachers who volunteered to participate in the study. All pre-service teachers were seniors in their final semester prior to graduation. The study sample was mostly females (83%).

Instrumentation

A 36-item survey was used in this study. The instrument was developed from several sources. The first part of the instrument, the technology self-efficacy sub-scale with 10 items, was adopted from the computer attitude measure developed and tested by Gressard and Lloyd (1986). An example of items includes “I have a lot of self-confidence when it comes to working with computer technology” and “I think using a computer would be very easy for me.” Few of the scale items were reworded (e.g., the term “very difficult” was changed to “very easy”). This self-efficacy subscale has been found to be a valid and reliable measure. The coefficient alpha reliability for the subscale was .91 (Gressard & Lloyd, 1985) and .89 (Gressard & Lloyd, 1986). Respondents were asked to rate each item along a five-point Likert scale as follow: (1) strongly disagree, (2) disagree, (3) uncertain, (4) agree, and (5) strongly agree. A higher score on the total score indicates a more positive self-efficacy beliefs related to computer technology. The second part of the instrument, the perceived usefulness of computer technology, is adapted from the TAM (Davis, Bagozzi, & Warshaw, 1989) and included six items. This subscale is intended to assess the learners’ perceptions of
the usefulness of technology. An example of items in this subscale includes “using technology would enhance my effectiveness on the job” and “using computers would make it easier to do my job.” The coefficient alpha reliability for the subscale was .94 (Arbaugh, 2000), emphasizing its reliability for future use. Respondents were asked to rate each item along a five-point Likert scale as follow: (1) strongly disagree, (2) disagree, (3) uncertain, (4) agree, and (5) strongly agree. A higher score on the total score indicates a more positive perceived usefulness of technology.

An Arabic version of the two subscales was achieved through a standard three-step protocol. First, the two subscales were translated from English into Arabic language by a professional scholar fluent in both English and Arabic. Second, the two subscales were translated back from Arabic into English language by a second professional scholar, also competent in both English and Arabic. In the final step, a third professional scholar, fluent in both English and Arabic, compared and evaluated the original English and back-translated copies in order to verify the accuracy and validity of translation. Then, nine specialists in education and technology reviewed the two developed subscales, and two of them asked for minor modifications. The final copy of the questionnaire took these modifications into consideration.

The researchers developed the other five scales used in the study with the assistance of several content judges who had expertise in the use of technology in the classroom. Scale items were drafted by the researchers and submitted to several content judges for review. Based on their feedback, items were added, dropped, or reworded where necessary. A pilot-study preliminary questionnaire with a group of 25 students and instructors was conducted. Pilot testers read the items aloud in order for the researchers to determine if their interpretations of items matched the intended meanings. Feedback from this pilot study led to minor modifications in the wording of several items. The five subscales along with examples of items were as follow: modeling of technology (technology integration was discussed in one or more of my courses this semester); technology proficiency (I have the skills necessary to use computers for instruction); technology integration (I had opportunities to integrate technology into my student teaching experiences); overall support (the classroom teacher I worked with was supportive of using computers in the classroom); and technology availability (materials such as software and printer supplies) for classroom (computers are readily available for use).

Exploratory factor analysis was conducted to provide some evidence of construct validity for the measures. In the present study, exploratory common factor analysis was used to identify the underlying latent structure of the data. The criteria for determining how many factors to extract included the eigenvalue greater than one rule and a visual inspection of the scree plot. The initial analysis was run without specifying how many factors to retain. This procedure resulted in seven factors with 36 items, explaining 54.34% of the common variance. Items were retained on factors with a minimum loading of .30, but were not retained if they had a cross loading above .20. Factor loadings for items retained in this solution ranged from .33 to .83, with an average loading of .61 on major factor and .05 on the rest of the factors. The results of the factor analysis closely paralleled the hypothesized variables and the following scales and items emerged: modeling of technology (6 items) technology self-efficacy (7 items), technology proficiency (5 items), usefulness of technology (6 items), technology integration (4 items), overall support (4 items), and technology availability (4 items). All of these scales used a five-point Likert scale, with values ranging from 1 (strongly disagree) to 5 (strongly agree). Estimates of reliability using Cronbach’s alpha were acceptable for all scales ranging from .73 to .90 (see Tables 1 & 2).

Data collection

The researchers, who have been major participants in the teacher-education program for the past five years, contacted pre-service teachers in person at school and through on-campus meetings to participate in the study. The researchers explained to the participants the purpose of the study and encouraged them to read the statements carefully before ticking the appropriate choice. The volunteer participants were also insured confidentiality and anonymity. Further, participants were also informed that the instrument takes approximately 15 to 20 minutes to complete. Finally, instruments were handed out and collected by the researcher.

Data analysis

The Pearson product moment correlation coefficient was the statistical measure used to determine the strength of the associations among the hypothesized variables (Table 1). An alpha level of .05 was used to determine the
significance of relationships. All variables were tested using covariance matrices generated by PRELIS and utilized the maximum-likelihood method to estimate parameters in the path model. In path models there are two types of variables: exogenous and endogenous (Klem, 1995). Exogenous variables have no causal links toward them from other variables in the model (e.g., modeling of technology, overall support, and technology availability). Additionally, the value of the exogenous variable is not explained by those other variables. In contrast, an endogenous variable has causal links coming toward it in the model (e.g., technology integration, technology self-efficacy, technology proficiency, and usefulness of technology), and its value is explained by one or more of the other variables (Schumacker & Lomax, 2004). Also, endogenous variables can be both dependent and independent variables (e.g., technology self-efficacy) (Klem, 1995).

Results

Correlation analysis

Prior to structural modeling (path analysis), the correlations among the variables were obtained. The correlation matrix shown in Table 1 indicated that the modeling of technology was positively associated with technology self-efficacy ($r = .50$, $p < .01$); technology proficiency ($r = .49$, $p < .01$), and usefulness of technology ($r = .52$, $p < .01$). Technology self-efficacy was positively associated with technology integration ($r = .52$, $p < .01$); technology proficiency was positively associated with technology integration ($r = .39$, $p < .01$); and usefulness of technology was positively associated with technology integration ($r = .36$, $p < .01$). As shown in Table 2, technology availability was positively associated with technology integration ($r = .39$, $p < .01$), and overall support was positively associated with technology integration ($r = .44$, $p < .01$).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Reliabilities, means, standard deviations, and correlations for university variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>1 Modeling of technology</td>
<td>.89</td>
</tr>
<tr>
<td>2 Self-efficacy</td>
<td>.90</td>
</tr>
<tr>
<td>3 Proficiency</td>
<td>.82</td>
</tr>
<tr>
<td>4 Usefulness</td>
<td>.86</td>
</tr>
<tr>
<td>5 Technology integration</td>
<td>.80</td>
</tr>
</tbody>
</table>

**Correlation is significant at the 0.01 level (two-tailed).

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Reliabilities, means, standard deviations, correlations for school variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scale</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>1 Technology availability</td>
<td>.87</td>
</tr>
<tr>
<td>2 Overall support</td>
<td>.73</td>
</tr>
<tr>
<td>3 Technology integration</td>
<td>.80</td>
</tr>
</tbody>
</table>

**Correlation is significant at the 0.01 level (two-tailed).

Path analysis

Six fit indices were examined in this study, including the chi-square test. These indices were the goodness-of-fit index (GFI), the adjusted goodness-of-fit index (AGFI), the comparative fit index (CFI), the non-normed fit index (NNFI), the root mean square error of approximation (RMSEA), and the standardized root mean residual (SRMR) (Byrne, 1998). A value of .90 or above for the GFI and AGFI is usually recommended for an acceptable level of fit (Hair et al., 1998). Finally, RMSEA values less than .10 represent models with a good fit to the data (Byrne, 1998). Similar to the RMSEA, the SRMR represents the square root of the mean residuals between the implied model and the data. Values less than .05 are generally indicative of a good fit of the model to the data (Byrne, 1998). The last two fit indices (CFI and NNFI) are considered incremental fit indices because they measure the proportionate improvement in fit of the proposed model relative to a baseline represented by the null model. These measures have the advantage of being less influenced by sample size when compared to other indices, such as GFI. Generally, values above .90 are considered sufficient (Byrne, 1998).
The chi-square value ($\chi^2 (339) = 1621.07, p < .01$) was significant. A significant chi-square value indicates that the proposed path model does not completely fit the observed covariances and correlations (Hair et al., 1998). However, the chi-square by itself should not be used as the sole indicator of model fit due to its high sensitivity to sample size and violation of multivariate normality. Therefore, consideration of other fit indices is considered essential. For example, the values for GFI (.91), AGFI (.90), CFI (.92), and NNFI (.91) indicated that the model fit the data sufficiently (Byrne, 1998). The RMSEA (.06) and the SRMR (.04) value indicated that there was a minimal amount of error associated with the tested path model (Byrne, 1998). The standard errors of all the estimates were small enough to say that the estimates are relatively precise. The $t$-values for the paths above were the absolute value of 1.96, indicating that paths were significant at the .01 level (Joreskog & Sorbom, 1989). Finally, the modification indices provided by LISREL did not suggest any significant changes to improve the model, implying that this model fits the data relatively well. Eight separate paths were tested in this model. The results of the path analysis are summarized in Figure 2, which displays the standardized path coefficients (beta weights) as well as the explained variance ($R^2$) for the dependent variables. As can be seen, all eight of the hypothesized paths were supported ($p < .01$).

**Figure 2.** A model of pre-service teachers’ integration of technology

With regard to the university-based factors, the model shows that the modeling of technology has a direct positive effect on technology self-efficacy ($\beta = .61$), technology proficiency ($\beta = .71$), and usefulness of technology ($\beta = .66$). Technology self-efficacy has a direct positive effect on technology integration ($\beta = .27$); technology proficiency has a direct positive effect on technology integration ($\beta = .11$); and usefulness of technology has a direct positive effect on technology integration ($\beta = .08$). With regard to the school-based factors, technology availability has a positive direct effect on technology integration ($\beta = .10$) and overall support has a positive direct effect on technology integration ($\beta = .42$) (see Figure 2). Overall, this model had an adequate predictive power as shown by the $R^2$ statistic. From the first path model, modeling of technology explained 25% of the variance in technology self-efficacy, 24% of the variance in technology proficiency, and 27% of the variance in usefulness of technology. Furthermore, 27% of the variance in technology integration was explained by technology self-efficacy, 16% of the variance was explained by technology proficiency, and 13% of the variance was explained by usefulness of technology. From the second path model, technology availability explained 15% of the variance in technology integration, and overall support explained 20% of the variance in technology integration.
Discussion

This study represents a research-based effort to evaluate one critical factor (the modeling of technology), leading to the development of several consequence factors (technology self-efficacy, technology proficiency, and usefulness of technology), which are fundamental antecedents to pre-service teachers’ technology integration efforts. The theory and research suggest that technology integration is also influenced by situational factors in the field-training practice, including technology availability and overall support to use technology. The present study developed two research-based path models, hypothesizing a direct positive link from faculty modeling to three university-based factors (technology self-efficacy, technology proficiency, and usefulness of technology) that are mediators to technology integration. Also, the study hypothesized a direct positive link from two school-based factors (overall support and technology availability) to technology integration.

The results are consistent with the conceptualization of technology self-efficacy, technology proficiency, and usefulness of technology as mediators between the modeling of technology and technology integration by pre-service teachers. Specifically, the modeling of technology was associated with higher levels of technology self-efficacy, higher levels of technology proficiency, and higher levels of perceived usefulness of technology. Technology self-efficacy, technology proficiency, and usefulness of technology, in turn, were positively associated with pre-service teachers’ technology integration efforts. The results are consistent with previous research that pre-service teachers need to observe university faculties modeling technology in their courses to learn how technology can be effectively used to enhance instruction (Banister & Vannatta, 2006).

In this study, university faculties modeled technology in instruction (e.g., used the Blackboard system), which in turn, impacted students’ confidence in interacting with the technology via the discussion board, digital drop box, and e-mails. This finding is congruent with a social-learning perspective on the development and role of self-efficacy as contributor to the direction, intensity, and persistence of effort related to the use of technology in the classroom (Bandura, Adams, & Beyer, 1977). Moreover, the modeling of technology impacted students’ proficiency and skills in dealing with various technological tools during instruction. It is well established in the literature that improvements in university students’ technology proficiencies were reported during their courses of study in which technology was integrated (Topper, 2004). This technology proficiency, in turn, is one of the most important characteristics influencing pre-service teachers’ success at integrating technology in their instruction (Hernandez-Ramos, 2005). Further, the modeling of technology by faculty members affected students’ perceived usefulness of technology in their present role as students and in their future careers as classroom teachers (Dawson & Rakes, 2003).

Overall, these results suggest that the higher the modeling of technology in the university teacher-education courses, the higher the mediating factors (technology self-efficacy, technology proficiency, and perceived usefulness of technology) and the higher the mediating factors the higher pre-service teachers are integrating technology in their field training classrooms.

The second path model speculated that technology integration is influenced by two school-based factors (overall support and technology availability). Results of the study supported the hypothesized model. In this study, pre-service teachers received support from technicians, teachers, and principals, which, in turn, affected their technology integration in instruction. These results are consistent with previous research indicating that such support is often considered to be an important factor in teachers’ technology integration practices (Zhao & Frank, 2003). The other factor that is important to pre-service teachers’ technology integration efforts is the availability of technology. In this study, pre-service teachers indicated that technology was available in the practising schools (e.g., computers, printers, software), which had an impact on the teachers’ ability to integrate technology in instruction. This finding is consistent with previous research emphasizing that without adequate technology, pre-service teachers have little opportunity to integrate technology into the classroom (Morris, 2002). Based on these results, we can speculate that the higher the support structure and technology availability, the higher the technology integration efforts by pre-service teachers.

Conclusions and recommendations

In conclusion, the importance of the present study lies essentially in gaining a deeper understanding of the factors that influence pre-service teachers’ effort to integrate technology in the field-training classrooms, which can help
administrators in higher education settings recognize the importance of faculty usage of technology in university courses to foster positive technology self-efficacy beliefs, proficiency, and usefulness. Further, this study informs professionals in K–12 schools of the status of their current support structure and the availability of technology to ensure successful integration of technology by pre-service teachers. Finally, we suggest a number of practical and theoretical recommendations for the field of study.

From the practical standpoint, faculty members in higher education institutions should pay close attention to setting conditions that enhance the development of pre-service teachers' technology self-efficacy, technology proficiency, and usefulness of technology. This includes the modeling of technology in the courses that they teach. Thus, preparatory activities such as familiarizing students with the technology, discussing how it will be used to meet learning objectives, and providing opportunities to experience some early successes with the technology appear to be important strategies contributing to the formation of these factors and motivating pre-service teachers to integrate technology into their field training. Another recommendation is that university administration set policies demanding faculty members and pre-service teachers to attend technology training programs (e.g., ICDL, IC3) to enhance the teaching-learning process, have technology mentors on-campus to better meet the needs and questions of pre-service teachers as they progress through their field training, and ensure that pre-service teachers attend field-training in schools that support the use of technology in instruction and have adequate technology available on-site. The final recommendation is that the Ministry of Education ensure that their schools are prepared with the technology needed to deliver effective instruction (e.g., adequate computers and Internet connections) and that school teachers and administrators support the use of technology in instruction.

From a theoretical standpoint, researchers should attempt to fully develop a path model of structural relations between constructs investigated in this study. This can be done through interviews and focus groups that include faculties, pre-service teachers, cooperating teachers, and school principals to determine other factors that may contribute to technology integration and other contexts such as individual variables that may play a part in this nomological network. This research can be replicated with all public and private universities in Jordan to confirm the findings in this study. Furthermore, researchers should attempt to test competing models to technology integration practices by pre-service teachers in Jordan to develop theories related to the field of study. Also, national and international researchers should cooperate to study how culture can play a part in these models.
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ABSTRACT

Students with disabilities encounter many difficulties in learning activities, especially in reading. To help them participate in reading activities more effectively, this study proposed an integrated reading support system based on the principle of multiple representations. An integrated e-reading support system provides physical, sensory, and cognitive support to learners. This system also served as the convenient interface for material developers and instructors. The results of usability evaluation also demonstrated the interface of learner to be friendly and efficient. Thirty fifth- and sixth-grade students with learning disabilities in Taiwan participated in the experiment to explore if this e-reading system could help them to understand natural-science articles. All students read the articles on the e-reading system, with and without cognitive support. The results indicated better comprehension performance when the participants read with cognitive support.
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Introduction

Reading skill is essential to a successful learning activity. However, without any help, it is difficult for learners with special needs to read effectively due to their limitations or disabilities, such as dyslexia, intellectual disability, visual impairment, visual perception difficulties, or palsy. Such disabilities prevent these students from meeting the challenge of the general curriculum (Bender, 2004; Lerner, 2006; Mastropieri & Scruggs, 2002). Therefore, remedying the deficiencies of reading and improving the reading skills, including word recognition and reading comprehension, has been one of the major services provided by schools. Recent studies have supported various effective strategies, such as word-recognition instruction methods (Browder, Spooner, Wakeman, Trela, & Baker, 2006; Hung & Huang, 2006; Van der Bijl, Alant, & Lloyd, 2006), reciprocal teaching (Ledere, 2000; Palincsar & Brown, 1984), and drawing concept maps (Chang, Sung, & Chen, 2002; Guastello, Beasley, & Sinatra, 2000). Though effective, these strategies, however, remain inadequate for certain disabled users. Therefore, researchers explored alternative solutions that would allow users to bypass their disabilities or augment their residual capabilities (Lewis, 1993).

To help special needs students access the reading material, typical assistive technology devices are provided, for example, e-readers, screen-magnifying software, and adaptive computer devices. Popular e-readers, e.g. WYNN Literacy Software Solution and Kurzweil 3000, could read the text for the poor readers. Screen-magnifying software can help people with low vision read electronic texts by enlarging the characters. A switch equipped with a scanning program allows people with severe motor impairment to read the electronic texts (Alliance for Technology Access, 2004). However effective these methods may be, they are of little use for the cognitively challenged, especially for those lacking lexical knowledge. Therefore, these students need extra cognitive support to comprehend the articles (Rose & Meyer, 2002). Extra support should include the following: presenting important concepts with pictures, audios, and videos; or teaching students to read concept maps instead of drawing.

In addition to accessible support, such as adjustable font size and color and having someone read the text aloud to them, individuals facing reading difficulties need extra cognitive support. Bottom-up and top-down are two approaches for providing cognitive support based on the reading models (Rose & Meyer, 2002). The bottom-up approach provides supports to the specific word in order to compensate readers' limitations in decoding and accessing lexical meaning; the top-down approach provides holistic maps and enhances understanding of the text. The supports of the bottom-up approach include pictures, speeches, texts, and videos for key words; adjusting attribution of text; and supplying alternative representations for the text. Earlier studies demonstrated the effect of
narration, speech, and animation on minimizing the difficulties of decoding and concentrating on the meaning of the text for the learners (Matthew, 1997; Miller, Blackstock, & Miller, 1994).

The top-down approach provides concept maps, text summarization, and background knowledge. Potelle and Rouet (2003) compared different types of content representation devices in comprehending an expository hypertext in French for 47 undergraduates. The study indicated that the hierarchical map improved comprehension for low-knowledge participants. The summarization improves comprehension by allowing readers to quickly grasp a document or preview its content (Foulds & Camacho, 2003).

Reading activity is not only a cognitive process, but also a process of motor control and visual perception. In fact, a learner should overcome three major barriers — physical, sensory and cognitive — barriers to participate in reading activities (Cook & Polgar, 2008). Thus, besides cognitive support, a learner with special needs also needs physical and sensory support. The belief description is below:

**Physical Access.** People with poor postural position and motor control need devices to help them maintain their body in a proper posture so that they can manipulate items appropriately. In addition, they need to be equipped with supporting devices, such as arm and wrist support systems, and have alternative access solutions, such as a mouse equipped with switches or joysticks or an infrared mouse, to navigate electronic texts and to interact with computers. While users equipped with adaptive computer devices interact with computers, they usually have to make some adjustments to the interface, such as larger icons and navigation bars, longer intervals between double clicks, and larger spaces between words and lines.

**Sensory Access.** The following adjustments are essential to reducing the impact of sensory difficulties for visually impaired learners: flexible interface design; enlarged font size; a font color that contrasts with the background; refreshable Braille display or a screen reader that can transfer text on demand; suitable typesetting with the adjusted space between characters, words, and paragraphs; and foreground and background colors (LoPresti, Mihailidis, & Kirsch, 2004).

**Cognitive Access.** Cognitive access is the core process of reading. Past experiments presented some useful strategies: marking the keywords or important ideas in the articles; reading selected text aloud; and providing an electronic dictionary, a picture symbols assistant, and a concept map (LoPresti et al., 2004). Since pictures could sometimes represent concepts more concretely than text would, they are a good assistant to reading comprehension, even for the readers with cognitive disabilities (Chen, Wu, Lin, Tasi, & Chen, 2009). Concept mapping is a kind of visualized learning strategy that could help the readers understand what they read by extracting and visualizing the key concepts from the text (Chang et al., 2002).

Though the above-mentioned strategies were proven effective by past studies, existing assistive reading software could only offer separate strategies (Chu, Li, & Chen, 2002; LoPresti et al., 2004). There has been no integrated system that can simultaneously provide physical, sensory, and cognitive access and none has especially focused on Mandarin learners with cognitive disabilities.

Four important aspects must be considered when developing a flexible, accessible, and supportive reading environment:

1. removing the three major reading barriers: physical, sensory, and cognitive.
2. providing support suited to individual needs. For example, text description of a key concept is necessary for a reader with good decoding capability but without concept knowledge; however, such support can’t help a dyslexic reader.
3. keeping learning material challenging while providing support. For instance, although reading the text aloud is useful for a reader with comprehension difficulties, it will diminish the original purpose of a remedy reading program.
4. reducing professionals’ workload. Although the e-learning environment allows variety in the representation of text and flexibility of the cognitive support (LoPresti et al., 2004; Rose & Meyer, 2002), certain cognitive support, such as concept maps and précis, still need to be developed by curriculum professionals. Accommodations on a case-by-case and lesson-by-lesson basis often overwhelm professionals. It would greatly ease their workload if a system in which individualized supports provided across lessons were to be developed.
Interestingly, the Universal Design for Learning (UDL), advocated by Center for Applied Special Technology (CAST), could offer thoughts that address the above-mentioned considerations. UDL consists of three principles: multi-representations, multi-engagements, and multi-expressions (Rose & Meyer, 2002). The principle of multi-representations emphasizes that learning material should be displayed in multiple representations and provide flexible cognitive supports responding to users’ needs. The principle of multi-engagements stresses that learners should participate in learning activities and interact with the material their own way. The principle of multi-expressions emphasizes that learners demonstrate their learning outcomes through multiple methods. In addition, CAST believes that affectivity has great impact on learners’ engagement. Past studies indicate that giving choices to learners can encourage and motivate them to participate in learning activities (Kim & Wei, 2010). Because accessible and supportive learning material is the keystone of creating UDL, it is noted that only when the material is displayed with multiple representations can learners properly interact with the learning material based on their needs and preferences. Therefore, among these three principles, developing material in multiple representations is regarded as the initial step to assisting students.

Focusing on UDL, the authors considered UDL a vital approach to creating learning material not only for special needs students but for all learners. More importantly, learning with multiple-representation material requires collaboration between material developers and instructors. Material developers must create appropriate cognitive support in advance. Then instructors can customize a reading environment for their students; moreover, learners can set up proper environments by themselves. However, no study in the past has focused on exploring the relationship among material developers, instructors, and learners, nor has a system been developed to integrate the needs of material developers, instructors, and learners.

Based on the above research and observations, this study was set to develop an individualized e-reading environment that can provide not only essential support for Mandarin readers but also a convenient interface that allows material developers to create adjustable material. In addition, an experiment was also conducted to explore the effectiveness of the system on reading comprehension for students with learning disabilities.

**System development**

Adopting the principle of multi-representations, this study aimed to develop an integrated, web-based e-reading system called the “TriAccess system,” which would not only provide individualized physical, sensory, and cognitive access for special needs learners but also attend to the needs of instructors and material developers.

**Accessibility supports**

Based on previous studies, the authors proposed 16 potential supports to address special needs learners’ potential difficulties deriving from their physical, sensory, and cognitive problems. Bottom-up and top-down supports were included. Seventeen professionals in the fields of curriculum design, special education, and instruction, who were familiar with interventions for individuals with special needs, were invited to participate in a modified Delphi survey to validate these supports. They were asked to rate the importance of the 16 potential strategies. Two rounds of survey disclosed 14 items as important or very important strategies (Chen, Cko, Chen, & Chiang, 2007). As shown in Table 1, all supports except one were embedded into the system.

<table>
<thead>
<tr>
<th>Accessibilities</th>
<th>Possible difficulties</th>
<th>Proposed supports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical access</td>
<td>• Postural position</td>
<td>• Adjustable interface</td>
</tr>
<tr>
<td></td>
<td>• Motor control of upper limbs</td>
<td>• Location of icons (1)</td>
</tr>
<tr>
<td></td>
<td>• Gross motor</td>
<td>• Size of icons (2)</td>
</tr>
<tr>
<td></td>
<td>• Fine motor</td>
<td>• Interval between icons (3)</td>
</tr>
<tr>
<td></td>
<td>• Lacking upper limbs</td>
<td></td>
</tr>
<tr>
<td>Sensory access</td>
<td>• Low vision</td>
<td>• Magnifying size of text (4)</td>
</tr>
<tr>
<td></td>
<td>• Difficulty discriminating between foreground and background</td>
<td>• Contrasting the color of text with background (5)</td>
</tr>
<tr>
<td></td>
<td>• Blind</td>
<td>• Increasing spacing between words and lines (6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Having just one sentence per line (7)</td>
</tr>
</tbody>
</table>
Cognitive access
- Attention & perception
- Word recognition
- Comprehension
  - Syntax
  - Concept of keyword
  - Background knowledge
  - Working memory
- Reading aloud on demand (8)
- Marking keywords or key concepts (9)
- Explaining keywords in various representations (10)
  - Text, voice, picture, and video
- Providing background knowledge (11)
- Providing graphic symbols as alternatives to text (12) *
- Assisting holistic understanding
  - Précis (13)
  - Concept maps (14)

Note: *The support was not available in the current study

**TriAccess system overview**

Based on the multi-user management mechanism and the multiple-representation principle, the TriAccess system is implemented through a three-tier model (client/application server/database server). Figure 1 shows the framework and the database used to store the curriculum materials and users’ profiles, including specific configurations for individual learners’ reading environment. The elements of an article — texts, pictures, and video clips of key concepts, summaries, and concept maps — are stored separately in the specific database. To integrate speech synthesis systems into the TriAccess system, Microsoft Agent, Visual Basic ActiveX, and Character MP3 (a popular speech-synthesized program in Taiwan) are used. The TriAccess system can “speak” the text marked by the reader. In addition, the TriAccess system adopts streaming media techniques to display video. A profile for each learner is used to manage which supports are required. The elements are assembled and displayed based on the user’s profile.

Focusing on multiple-representation design, the TriAccess system consists of three user interfaces, targeting the material developer, instructor, and learner. The users’ responsibilities and the functions of these interfaces are described in the following.

**Material developer.** Developing curriculum material requires teamwork of professionals in instruction, curriculum development, and psychology. They should prepare in advance the related cognitive supports, namely, multi-representations for explaining the key concepts, précis and background knowledge of the article, and the concept map. Then, an authorized person uploads the required cognitive supports separately using the developer’s interface. The system works by organizing these supports automatically and storing them in the database. The remaining supports, including physical, sensory, and cognitive access supports, are also generated automatically. Therefore, since the above-mentioned supports are already provided by the TriAccess system, the developers need to create only the text and the required cognitive supports that they system cannot generate. The system organizes them and displays the material in response to the learners’ individualized requirements, thus requiring less information-technology literacy of the instructional material developers.

**Instructor.** The major responsibility of authorized instructors is to set up individualized, appropriate reading environments for their students. First, students’ profiles are created and then particular reading subjects are assigned. An individualized reading environment is provided by configuring proper physical and sensory access and by selecting cognitive supports based on the student’s abilities, limitations, and preference. Unless the student profile is reset, the setting remains consistent in all reading material; in this way, the workload of preparing the individualized learning material can be reduced.

**Learner.** Learners access the specific subjects in individualized reading environment. Based on age, disabilities, cognitive capability, and computer experience, learners are placed into three categories as independent, dependent, or blind users. Users classified as independent can set up the accessibility items by themselves after logging in. Dependent users can read only in the specific environment set by the instructor. For blind users, the TriAccess system can read aloud both the article and the explanation of keywords, allowing users to access the article and the text explanation of keywords via voice by pressing hotkeys even when the computer is not equipped with a screen reader.
Figure 1. Framework of the TriAccess system

Figure 2. Four snapshots of the learner’s interface, with different supports
The following demonstrates how users try to select a specific lesson after logging in to a customized environment. Some snapshots for learners without blindness are shown in Figure 2. As Figure 2 indicates, the articles are identical but displayed in different conditions and shown in four frames. The upper left frame reveals a video support of a key concept, a larger font size of text, and larger icons in the control panel. The upper right frame displays a picture support of a key concept and larger space between icons in the control panel. The lower right frame displays a concept map of the article, and the lower left frame shows that the menu bar and cognitive-support display area are disabled and that Merlin (a pedagogical agent) is activated. Friendly interface aside, pedagogical agents have high potential to better motivate learners (Dowling, 2002). The agents encourage the learner with disabilities to interact with the material actively when other visual supports are disabled.

The control panel allows learners to choose the essential support. Then they move the cursor to an underlined word. Related support would be displayed in the description area. In read-aloud assistance mode, users can mark a specific Chinese character, word, sentence, or paragraph and activate the text-to-speech program by clicking the mouth icon. Then, the computer would read out the selected text.

**Usability evaluation**

A preliminary usability evaluation was conducted to explore potential users’ TriAccess experience (Chen et al., 2007). Thirty volunteer evaluators, consisting of five faculty members in universities, four experienced school teachers in elementary schools, thirteen special education student teachers, and eight elementary school special needs pupils, participated in the evaluation. Two versions of the five-point Likert scale regarding TriAccess system usability were developed: the special educator version and the student version. Evaluations of 22 participating educators demonstrated their positive user experience toward all the three different interfaces: material developer, instructor, and learner. Meanwhile, all eight students also expressed their satisfaction with the system.

Since the participants in the previous study (Chen et al., 2007) rated the interface after a few trials, they might not have been familiar with the system. This paper invited 40 evaluators, 30 students with learning disabilities, and 10 special education teachers to read the articles with the system, and then evaluate the usability of the of interface of learner.

Revised versions of the questionnaire conducted in the previous study (Chen et al., 2007) were used. The questions in the teacher’s version focused on satisfaction, remembrance, efficiency, recognizability, and learnability. Items of satisfaction rated user satisfaction with the interface design; items of remembrance examined the user could, even after they did not use the system for a period of time, still remember how to operate the system; items of efficiency tested user productivity with the system; items of recognizability tested whether the function of the system could be identified easily; and items of learnability tested whether the user could learn how to operate the system quickly. The version for students evaluated four dimensions in terms of satisfaction and learnability in addition to user preference and assistance. Items of user preference tested whether the user liked to use the interface; items of assistance examined whether users felt the system benefited them when they read the article. All the questionnaire participants rated the items on a scale of 5 to 1, with 5 meaning strongly agree and 1 meaning strongly disagree. The student version was read to student participants, who answered orally.

The results of the evaluation by both the 10 special education teachers and the 30 students demonstrated positive opinions on the usability of the reader interface. In the five-point Likert-scale questionnaire, the average score of the five dimensions for teachers — satisfaction ($M = 4.40, SD = .53, t = 2.39, p = .04$), remembrance ($M = 4.67, SD = .38, t = 5.48, p = .00$), efficiency ($M = 4.35, SD = .41, t = 2.69, p = .03$), recognizability ($M = 4.50, SD = .67, t = 2.37, p = .04$), learnability ($M = 4.60, SD = .32, t = 6.00, p = .00$) — were all significantly higher than 4.0. For students, the average score of the four dimensions — preference ($M = 4.56, SD = .77, t = 3.95, p = .00$), learnability ($M = 4.78, SD = .43, t = 9.87, p = .00$), satisfaction ($M = 4.63, SD = .55, t = 6.28, p = .00$), assistance ($M = 4.60, SD = .60, t = 5.45, p = .00$), were also significantly higher than 4.0. The results indicate that these participants thought that the system was user-friendly, making it easy for users to familiarize themselves with the system, could assist with comprehension, and satisfy users’ need for assistance in reading.
Experiment

This experiment aimed to explore whether the cognitive support features in the TriAccess system could assist students with learning disabilities in comprehending articles. The experiment extended the authors’ preliminary study (Chen, Chiang, & Ko, 2008). A two-factor within-subject experiment was conducted. The concrete research questions were as follows:
1. Is there an interaction effect between reading conditions and reading sequence?
2. Is the performance different between two reading conditions if the interaction effect is not significant?

Method

Participants. The participants were identified by the local education agent in southern Taiwan as students with learning disabilities who also had difficulty reading. Thirty students (20 boys and 10 girls) in the fifth and sixth grade participated in the experiment after acquiring their parents’ consent. Their intelligence quotient (WISC-III) ranged from 70 to 109 (M = 84.27, SD = 8.79). All of them had reading difficulties and received special education service in their schools. None of them reported difficulty in vision, hearing, or motor control.

Based on the requirement of the curriculum standard in Taiwan, the students had formally begun computer and information-technology education in the third grade. Therefore, participants in the experiment had at least two years’ experience using computers and the Internet. To ensure that all of them would be familiar with the TriAccess system, they were individually taught to operate the TriAccess system prior to the experiment.

Material. To exclude the effect of learning experience and demonstrate the effect of “reading for learning,” the authors used the proper text developed for the authors’ preliminary study (Chen et al., 2008). A panel of three experts in natural-science education assisted in developing, reviewing, and approving the experimental material — seven articles related to endemic species in Taiwan. One of them was used to familiarize the participants with TriAccess; the other six served as experimental materials. In each article, the text, keywords, or key concepts were decided first. Then, the concept map and the summary were edited. The narration, pictures, and short film were created to serve as cognitive supports for each keyword.

The six articles consisted of an average of 552 Chinese characters, ranging from 539 characters to 584 characters. The mean length of a sentence ranged from 10.9 Chinese characters to 13.8 Chinese characters, 11.8 characters on average. The structure of the six articles was consistent: all texts sequentially described creatures’ living environment, characteristics, habits, and threats.

Each article was accompanied by a reading comprehension test of ten multiple-choice questions focusing on comprehension. The score ranged from 0 to 10. The higher score, the better performance. Fifty students (26 fifth grade and 24 sixth grade) without special education needs participated in evaluating the difficulty of the text by reading the article without multiple representations before they took the comprehension test. The resulting difficulty index of each comprehension test, from .65 to .85, indicated that the six tests were considered easy. Also, the Pearson’s product correlation coefficient of the scores revealed a significant relationship between the scores (p < .01) (Chen et al., 2008).

Experiment design. A within-subjects, repeated-measures design was employed. Independent variables were reading conditions (without and with cognitive supports) and reading sequence (first, second, and third reading). Reading conditions were manipulated by randomly assigning the articles with and without cognitive supports to the participants. In order to control the impact of the related factors on reading, all articles were displayed on TriAccess system with the participants’ preferred font size, color, and type. The only difference was the existence or non-existence of the cognitive supports. The articles were displayed in text mode when they were assigned without cognitive supports. On the other hand, when the articles were assigned with cognitive supports, the functions of reading aloud on demand, keywords, explaining the keywords with various representations, summary, and the concept map were enabled. Participants could use these supports during the reading process if they activated them. The authors also considered the impact of the reading sequence in this study, for the learning curve and novelty effects potentially influence the performance when children use a new system (Zhang & Zhou, 2003). Using the TriAccess system was novel for the participants. Therefore, this study aimed to explore the effect of interaction...
between reading conditions and the reading sequence. However, the authors wanted to examine the main effect of the reading conditions only if the interaction effect was not significant, because the main effect of the reading sequence was not the focus of this experiment. The dependent variable was the score on the reading comprehension test.

In addition, the authors controlled the impact of experiment material on reading comprehension. As mentioned, the six articles were developed systematically to make them similar; however, they were of different content. The authors intended for each article to be read in both reading conditions to reduce the impact of experiment material. First, three pairs of the material were randomly assigned to three experiment sessions. The participants were randomly grouped into two groups. In each experiment session, first, the participants of Group One read an article without cognitive supports and those in Group Two first read the same article with cognitive supports. Then Group One read the article with multiple representations while the Group Two read the article without multiple representations. Thus, each article was read in “cognitive supports” and “text” mode randomly.

**Apparatus and setting.** This experiment used a laptop with a 15-inch monitor and an optical mouse to interact with the system. Chinese Character MP3 v2.0 (http://www.iqchinese.com), a text-to-speech software, was also installed. The participant was equipped with a headphone to enable participants to listen to the article. Due to various school locations and class schedules of the participants, the experiment was conducted individually. Students read the articles and took the tests on the TriAccess system in a quiet room in their own schools.

**Experiment procedure.** The authors interviewed each participant before the experiment to gather demographic information and computer experience. The second author then read the purpose of the experiment to the participant, and demonstrated how to interact with the TriAccess system. The participants practised using the system to become familiar with the reading environment. In the training sessions, the second author also helped each participant set up his/her favorite reading environment, including font size, character spacing, row spacing, and speed of reading by the text-to-speech program. These setting parameters were stored, and they served as the individual reading profile for the following experiment, for both reading conditions. Each participant needed to pass a prerequisite computer skills test in this session. Twenty nine participants passed the first time and one passed the second time.

There were three sessions in the formal experiment period. Each participant needed to read the above-mentioned six articles, three without cognitive supports and three with cognitive supports, without instruction. In a session, the participants were required to read one article with cognitive supports and the other one without cognitive supports in random sequence. When they read the text with cognitive supports, they were encouraged to use all the supports they liked and could operate the specific support as many times as they needed. Participants were also encouraged to read the article aloud when they read it without cognitive support. There was no time limit for reading the article in both reading conditions. Participants were required to take the test in which questions would be read aloud by the text-to-speech program on the TriAccess system. Their response to each question was recorded by the system. A three-minute break was given between two reading conditions.

**Data analysis.** SPSS 12.0 for Windows was used to analyze the data. A two-way repeated-measures ANOVA was conducted to analyze the interaction of reading conditions and reading sequence on reading comprehension. The main effect of the reading conditions was examined when the interaction of reading conditions and reading sequence on reading comprehension was not significant. The main effect of reading sequence was not examined, because the effect combined the scores from two reading conditions.

**Results**

The mean of test scores and standard deviations of the reading comprehension tests appear in Table 2. For these 30 participants, there was no interaction effect \(F = 0.08, p = .93\) on comprehension test scores. The main effect of reading conditions \(F = 92.18, df = 29, p = .00\) was significant. The mean of the two reading conditions demonstrated that the participants performed better when reading with cognitive supports \(M = 6.15, SD = 1.13\) for cognitive-support mode; \(M = 4.30, SD = 1.20\) for non-cognitive-support mode. The practice significance was also huge \(\eta^2 = .76\). Therefore, the main effect of reading supports was confirmed.
Table 2. Descriptive statistics for two reading conditions

<table>
<thead>
<tr>
<th>Reading sequence</th>
<th>Reading conditions</th>
<th>With cognitive supports</th>
<th>Without cognitive supports</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
</tr>
<tr>
<td>First session</td>
<td>6.03</td>
<td>1.88</td>
<td>4.10</td>
</tr>
<tr>
<td>Second session</td>
<td>6.60</td>
<td>1.59</td>
<td>4.87</td>
</tr>
<tr>
<td>Third session</td>
<td>5.77</td>
<td>1.61</td>
<td>3.93</td>
</tr>
</tbody>
</table>

Discussion and conclusions

Based on the principle of multi-representations, this paper developed an individualized and convenient e-reading system for Mandarin students with special learning needs and for curriculum professionals and teachers. The authors also examined the effectiveness of the TriAccess system on reading comprehension and explored the users’ subjective perception of interacting with the TriAccess system.

In a web-based learning environment, the TriAccess system provides learners with individualized physical, sensory, and/or cognitive supports adapted to their needs. It also promises convenient and simple interfaces for material developers to prepare learning content and for the instructors to set up an individualized reading environment for their own students. The usability evaluation indicated all three interfaces were easy to use. In particular, the efficiency of the system gained the highest score. It reflected that the evaluators agreed that the TriAccess system could increase efficiency for all groups.

Effectiveness-wise, this experiment result indicated better reading performance when the students employed cognitive supports. Furthermore, this paper illustrated the effects of the cognitive supports instead of the effects of using TriAccess system on displaying digital material. In both reading conditions, the articles were displayed based on the participants’ specific preferences of font size, color, and row space of the text with TriAccess system. The results demonstrated the real effectiveness of cognitive supports. However, though the study observed that the use of cognitive supports varied among participants, it didn’t explore the effect of specific cognitive supports on specific individuals. Future study should further examine this aspect.

The participants’ subjective attitudes also revealed a preference for the TriAccess system. Participants regarded it as a user-friendly, supportive, and interesting reading environment compared to traditional textbooks. It was observed that the TriAccess system seemed to motivate them better and, as they became more actively engaged in the learning activities, they gained better reading comprehension. However, the affective issue was not explored in this study.

In conclusion, although the result of this experiment discloses greater reading comprehension when the participants read with the supportive multiple representations, some related questions have not yet been investigated. Future studies should continue exploring the issues that have not been addressed in this paper.

First, which supports will benefit the particular reader with specific disabilities needs to be explored. Teachers would like to know what specific kinds of supports might be useful for readers with certain limitations so that they can help their students to select supports accordingly. Likewise, this knowledge will help learners with disabilities identify appropriate or preferred supports and environments with less trial and error.

Second, the affective issue in reading activities should be investigated. The reasons behind their high motivation in using e-reading systems were not explored. Future study should investigate whether the reading media, selecting supports autonomously, or providing specific supports improve individuals’ motivation in reading activities.

Third, the effect of integrating the teaching reading strategy with e-reading systems on reading comprehension merits further exploration. Though this paper demonstrated the effectiveness of the cognitive supports on reading comprehension, the mean score of students with disabilities on the comprehension tests was 6.15, which was not as high as the scores of the students without disabilities. The result revealed that the participants with learning disabilities still could not learn effectively by themselves through reading with cognitive supports. These learners usually lack useful reading comprehension strategies. They can’t organize what they read, even though the system provides bottom-up and top-down assistance. Thus, some instruction in reading strategies may be necessary to help these students with their organization ability. For example, students may need to learn to read the concept map or to...
review the key concepts of the content. Therefore, future study should integrate reading strategy into the design and explore the effect of strategy instruction, such as reading aloud after the speech is generated by text-to-speech software, or reviewing the key concepts.

Fourth, the experimental design tries to control the extraneous variables to demonstrate the effect of treatment. The design might not represent the actual situation in school, especially for exploring the reading activity. Since reading is a complex phenomenon, it is hard to control the extraneous variables and examine a single factor. That being said, the future study should adopt other research methods to explore in depth the questions for individuals with specific disabilities when reading. For example, qualitative research might be a good approach to investigate the process of improving motivation when learners read with an e-reading system, while single-subject research might be suitable for exploring the effect of integrating reading strategies and e-reading systems on reading comprehension for the individuals with disabilities.

Last but not least, the features of this e-reading system should also be enhanced in the future, at least in the following ways. First, the new version of the e-reading system should record user behavior automatically. Monitoring conditions where the supports are used by the students during the learning processes could help the learner and the teacher to determine the proper supports based on objective information. Second, it should integrate the strategies of remedy and compensation into a system to assist learners in learning reading skills and participating in reading activities through software. Many past studies demonstrated the effectiveness of software for teaching reading skills, such as concept mapping, marking key concepts, and taking notes. However, these software programs do not integrate with assisted reading features. The authors believe that an ideal supportive environment should provide both the necessary supports and essential reading strategies during reading activities.
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ABSTRACT

The number right (NR) method, in which students pick one option as the answer, is the conventional method for scoring multiple-choice tests that is heavily criticized for encouraging students to guess and failing to credit partial knowledge. In addition, computer technology is increasingly used in classroom assessment. This paper investigates the effect of computer-adaptive assessment software (CAAS) using the number right elimination testing (NRET) as a scoring method for multiple-choice tests. The samples were 449 Form Two students in 19 Malaysian secondary schools. These students, aged 13 to 14 years, had gone through six years of primary education and at least one year of secondary education. Drawing from the analyses performed on students’ responses to the multiple-choice test in the study, we found that guessing was minimal when NRET was employed as a scoring method. NRET was able to credit partial knowledge and diagnose misconceptions. NRET scores were also consistently more reliable than the corresponding NR scores for all subtests.
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Introduction

Assessment is an important component in the teaching and learning process. A large amount of classroom time is assigned to assessment-related activities. Multiple-choice (MC) tests continue to be the most common format for assessing knowledge, ability, or performance of students. Number right (NR), in which students evaluate every guessing and failure to credit partial knowledge (Kurz, 1999). The number of correctly answered items for a student However, MC has been consistently criticized for having several weaknesses, such as decreased validity due to guessing and failure to credit partial knowledge (Kurz, 1999). The number of correctly answered items for a student is gathered from the number of items for which the student knows the answers and the number of items for which the student correctly guesses the answers. Hence, students could achieve higher scores due to lucky guesses. With four options per item, a student can be expected to score at least 25%. Guessing is a poor educational practice and interferes with the goal of identifying the true ability of a student from the responses to a test (Oh, 2004).

Although students may identify the wrong answer to any MC item, they can determine some of the options as definitely incorrect. This knowledge is called partial knowledge. It is believed that a student’s knowledge for any MC item can be any one of full knowledge, partial knowledge, absence of knowledge, partial misconception, and full misconception, and any attempt to measure knowledge dichotomously, as in the case of the NR method, is unsatisfactory (Hutchinson, 1982). Not only is partial knowledge of students not credited, but teachers also cannot diagnose students’ misunderstanding and lack of understanding in order to provide informative feedback to facilitate students’ continuous learning. Despite the continuous quest for a better scoring method, none has been identified to replace the conventional NR. Holmes (2002) wrote that NR is still considered “the best of a bad lot” (p. 26).

The method of elimination of incorrect options before choosing the answer for MC items has a long history as a test-taking strategy (Shepard, 1982). However, it was never formalized as a scoring method. This study formalized it into the number right elimination testing (NRET) scoring method. NRET is a hybrid of NR and elimination testing (ET). Under NRET, students have to eliminate as many wrong options as possible and must choose one option as the
answer. However, students can choose either “correct,” or “wrong,” or “not sure” for any option. The scoring for NRET is based on the combination of NR and ET scoring methods. For any MC item with four options, one point is awarded for each wrong option eliminated correctly. However, a penalty of three points is deducted if the correct answer is eliminated. One additional point is awarded if the answer chosen is correct, and no point is giving for choosing “not sure.” Both the penalty and the choice of “not sure” are included to discourage guessing. Thus, the NRET score for any MC item with four options ranges from $-3$ to $4$. Table 1 below contains the test instruction and scoring guides for NRET.

<table>
<thead>
<tr>
<th>Test Instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUST choose ONE option as the ANSWER by using “√ CORRECT.”</td>
</tr>
<tr>
<td>ELIMINATE option(s) that you are SURE ARE NOT THE ANSWER by using “X WRONG.”</td>
</tr>
<tr>
<td>USE “? NOT SURE” if you are NOT SURE of an option.</td>
</tr>
<tr>
<td>You have the flexibility to choose NONE (0), ONE (1), TWO (2), or THREE (3) “X WRONG,” or “? NOT SURE.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scoring Guides</th>
</tr>
</thead>
<tbody>
<tr>
<td>ONE (1) point awarded if the option with “√ CORRECT” is the correct answer.</td>
</tr>
<tr>
<td>ONE (1) point awarded for each option eliminated correctly with “X WRONG.”</td>
</tr>
<tr>
<td>A PENALTY of 3 points deducted if the correct answer is eliminated with “X WRONG.”</td>
</tr>
<tr>
<td>Your score will range from $-3$ to $4$.</td>
</tr>
</tbody>
</table>

Increasingly, computer-based testing (CBT) is also being used in the classroom as computers and Internet accessibility become pervasive. Thus, studies related to CBT become important. However, most of these studies are still mainly based on NR or alternative scoring methods with complex and unfamiliar test instructions (He & Tymms, 2005).

**Purpose of the study**

Therefore, in this study, a computer-adaptive assessment software (CAAS) using the NRET scoring method was developed and tested in Malaysian secondary schools in 2008. The main aim was to investigate the robustness of NRET scoring method in reducing guessing and detecting partial knowledge and misconceptions. In particular, this study investigated the following four research questions:

1. Research question 1: What was the extent of guessing under NRET method?
2. Research question 2: Could NRET method detect partial knowledge and misconceptions?
3. Research question 3: What was the reliability of NRET scores as compared to NR scores?

**Review of related literature**

This section briefly reviews the literature related to MC tests, different scoring methods, and CBT. Major weaknesses of NR scoring are highlighted. In addition, this section also discusses various measures taken by the different scoring methods and the use of technology to improve these weaknesses.

**Multiple-choice and scoring methods**

Oral examination was the primary means of educational testing before the mid-nineteenth century. Written tests in the form of essay questions were introduced to replace oral examinations. Studies done in the early part of the twentieth century showed that essay tests tended to be highly subjective and unreliable in measuring students’ performance. These findings motivated educators to develop more objective educational measurements. MC was first used in 1917 for the selection and classification of military personnel for the United States Army (Ebel, 1979). Today, MC tests are the most highly regarded and widely used type of objective tests for measuring knowledge, ability, or performance (Ben-Simon et al., 1997). Traditionally, NR is the scoring method in which the number of
correct responses for a given test is taken to represent a student’s ability. MC tests have been criticized for encouraging students to guess and for their inability to differentiate between various levels of knowledge (Kurz, 1999).

Students generally score higher in MC tests due to guessing. For instance, to get an average of 40% in a MC test consisting of items with four options, a student needs to know the correct answers to only 20% of the items. The student can get the other 20% through guessing correctly the answers to one quarter of the remaining 80% of the items. Hence, NR scoring fails to provide a true estimate of the knowledge of a student.

Efforts to improve the psychometric quality of MC tests focus on designing new scoring methods that reduce guessing and discriminate between different levels of knowledge. The correction for guessing method (CG) is an attempt to provide a true estimate of a student’s level of knowledge by eliminating the correct responses from lucky guesses (Jaradat & Tollefson, 1988). This is based on the assumption that all incorrect responses are from guessing. CG is criticized for failing to take into account partial knowledge, and its use is rarely justified.

The recognition of partial knowledge leads to the belief that a student’s level of knowledge falls on a continuum ranging from full knowledge to full misconception. Various scoring methods were proposed to credit partial knowledge: confidence weighting (CW), elimination testing (ET), subset selection testing (SST), probability measurement (PM), answer-until-correct (AUC), option weighting, item weighting, rank ordering the option, and partial ordering. All these scoring methods aim to extract information from the examinees that can provide better estimates of their abilities.

**Elimination testing (ET)**

ET proposed by Coombs, Milholland, and Womer (1956) is one of the most promising scoring methods that can credit partial knowledge. It requires students to pick as many incorrect options as they may identify. One mark is awarded for every incorrect option identified. However, \((k - 1)\) marks, where \(k\) is the number of options per item, are deducted if the correct option is identified as incorrect. The score for an item with four options is in the range from \(-3\) to 3. Thus, ET scores can help to classify a student’s knowledge into full knowledge (3), partial knowledge (2 or 1), absence of knowledge (0), partial misconception, \((-1\) or \(-2)\) and full misconception \((-3)\) (Bradbard & Green, 1986). ET scoring produces slightly more valid and reliable scores, but students find its test instructions to be complicated and confusing.

Traditionally, assessments have been used for comparisons among students for their performance in learning. Assessments should serve “to educate and improve student performance and not merely to audit it” (Wiggins, 1998, p. xi). NR scores for MC tests neither provide diagnostic information for teachers to identify effective classroom instruction nor can they be used by teachers to construct informative feedback for students to improve their learning. However, if the ET scoring method is used to facilitate the classification of a student’s knowledge into a continuum ranging from full knowledge to full misconception, then there is a possibility to identify a student’s lack of understanding and misunderstanding for any MC item. Many studies have been done to compare ET with NR. Some of these studies found that the reliability of ET scores is equal to or greater than those of NR scores and that the improvement of reliability is not statistically significant (Collet, 1971; Hakstian & Kansup, 1975; Traub & Fisher, 1977). Other results indicated that there is no loss of reliability for ET as compared to NR, and there is evidence that guessing is reduced and partial knowledge can be measured with ET (Bradbard & Green, 1986; Bradbard, Parker, & Stone, 2004; Chang, Lin, & Lin, 2007).

**Technology in assessment**

Advances in computer technology in the 1980s provided another opportunity for researchers to address the problem of guessing and crediting partial knowledge in MC testing. CBT has been used since the 1960s to test knowledge and problem-solving skills (Swets & Feurzeig, 1965). According to Holmes (2002), one of the earliest reported experiments with CBT was by Shuford in 1965, followed by Baker in 1968, Sibley in 1974, and Dirkzwager in 1975. From the late 1980s, computers have become more affordable and are now available in sufficient quality for use in classrooms and other educational environments. As the learning environment continues to evolve in the digital age, there is a growing interest in the development of CBT (Baucer & Anderson, 2000; Boettcher & Conrad, 1999;
Hartley & Collins-Brown, 1999; Morley, 2000). As a result, a number of innovative CBT have been proposed. Early CBT mostly adopted and modified the various existing scoring methods. Baker (1968), Dirkzwager (1975, 1993, 1996), Holmes (2002), Shuford (1965), and Sibley (1974) adopted the PM scoring method while Chambers (1990), Farrel and Lueng (2004), Klinger (1997), Paul (1994), and Rippey (1986) used a modified version of the CW scoring method. Dirkzwager (1975) started developing an interactive computer program (TestBet) based on PM. TestBet became available in 1998. Each item is presented on the screen, with a percentage slider for each alternative. Students had to slide the bar from left to right to indicate their degree of belief that an option was true or false.

However, the majority of the innovative CBT software available focus mainly on higher and further education (He & Tymms, 2005). Furthermore, CBT incorporating the CW and PM scoring methods requires a student to translate the degree of correctness of the chosen option into a fairly correct numerical scale, which requires understanding of probability. Unfortunately past studies revealed that even many adults were not able to employ probabilistic reasoning (Schwebel, 1975; Tomlison-Keasey, 1972). Thus, this software may not be suitable for young children who are routinely tested with multiple-choice items. He and Tymms (2005) recommended developing an easy-to-use CBT, suitable for primary and secondary students.

Research methodology

The MC test is one of the most favored formats for assessing knowledge in Malaysia’s education system. With the inherent weaknesses of NR scoring, educators are unable to solicit informative feedback to improve their instructional processes and facilitate students’ continuous learning. If assessment is to play the role of a “powerful driver” in the teaching and learning process rather than a “terminal event,” then there is a need for a more effective scoring method for MC tests.

Computer-adaptive assessment software (CAAS)

The study first developed CAAS, an online formative assessment system for MC items. Participating students could access CAAS via the website http://caa.bestservices.com.my. Figure 1 shows the beginning interface of CAAS. The CAAS training module consisted of five topical mathematics exercises for the first phase of training and two 40-item tests for the second phase of training. The final test used for the actual analysis contained 40 MC items. These items were adopted and modified from the mathematics items for the eighth grade students (13 years old) of the 2003 Trends in International Mathematics and Science Study (TIMSS).

Figure 1. Online formative assessment system
The use of NRET as a scoring method in this study represented a departure from normal testing routine for the students, although the method might have seemed familiar to them. The students had gone through more than seven years of formal education being assessed using the MC and NR scoring methods. There was a possibility that these students could not follow the NRET test instructions realistically and consistently. CAAS was developed in such a way that students were forced to follow NRET test instructions. If a student did not follow NRET by either not choosing one option as the answer or omitting an option, the student could not submit the solution, and a reminder would pop up telling him or her of the violation of the test instructions. Figure 2 shows such an interface of CAAS.

![Figure 2. Not choosing one option as the answer](image)

Feedback on student’s knowledge level for each item is provided. Based on the NRET scores, students’ knowledge could be classified into full knowledge (4), partial knowledge (3, 2 or 1), absence of knowledge (0), partial misconception (−1 or −2), and full misconception (−3). Figure 3 shows the partial knowledge detected by NRET, while Figure 4 shows the partial misconception detected by NRET.

![Figure 3: Partial Knowledge (a score of 2) detected by NRET](image)
Figure 4. Partial misconception (a score of −2) detected by NRET

Subjects

Permission for the study was obtained from the Educational Planning and Research Division of the Malaysian Ministry of Education and from the Sarawak State Education Department before we met the principals of the selected secondary schools to identify students who were willing to participate. Participants were told of the purpose of the study and were not obliged to participate. If they wished to participate, their responses would remain anonymous and confidential. The students were trained to use NRET before sitting for a final MC test. A total of 449 Form Two students from 19 secondary schools in Sarawak, Malaysia, participated in this study. There were 255 female students and 194 male students, aged 13 to 14 years. They had gone through six years of primary education and at least one year of secondary education. The language of instruction for mathematics is English.

Data collection

Training was conducted before the final data was collected. The five topical exercises and the two tests were uploaded to CAAS for training, which was carried out in the school computer laboratories under the supervision of mathematic teachers appointed as research assistants for the study. However, students were permitted to complete the exercises and tests online at home if they were unable to complete them in school due to inadequate computer facilities and poor Internet connectivity.

By the end of the training sessions, the subjects were able to follow the NRET test instructions smoothly. The final test was conducted in the computer laboratory in each school using 15 laptops linked to a local server. This method of data collection was necessary to avoid interruption due to poor Internet connectivity. The subjects in each school were quarantined and sat for the final test in batches.

Data analysis

For the first research question, the extent of guessing under the NRET method was assessed based on two procedures. The first procedure, as recommended by Hambleton, Swaminathan, and Roger (1991), was to check the performance of low-ability students on the most difficult items. If guessing was minimal, the performance of the low-ability students would be closed to zero or below the chance level of 25%. The low-ability students were the
lower 30% of the sample ranked according to their NR scores (Agble, 1999). The most difficult items were three items with the lowest \( p \)-value (proportion of students who answer the item correctly). The focuses were on the lower ability group because they had the tendency to guess since they had only partial knowledge for most of the items (Agble, 1999). The second procedure examined the fit of the items to the two-parameter item response theory (IRT) models that assumed minimal guessing. Basically, there were three parameters involved in MC testing, namely, item difficulty, item discrimination, and guessing. The one-parameter IRT models take into consideration items having different item difficulty but assume all items to have the same item discrimination index and minimal guessing. The two-parameter IRT models take into consideration items having different item difficulty and item discrimination indices but assume minimal guessing. The three-parameter IRT models take into consideration all three parameters in MC testing. Theoretically, the three-parameter IRT models fit the data from MC tests best. However, data with minimal guessing fit the two-parameter well.

This study used BILOG-MG program for data analyses. The IRT models were the 1–Parameter Logistic (1–PL), 2–PL and 3–PL, and the response-function metrics were logistic and normal. Thus, there were a total of six possible IRT models, namely, 1–PL logistic, 1–PL normal, 2–PL logistic, 2–PL normal, 3–PL logistic, and 3–PL normal. Since the final test consisted of 40 items, the \( \chi^2 \) statistics were used to assess the degree of fit of the response data to the models. If the \( \chi^2 \) calculated at the 0.05 level of significance is greater than the \( \chi^2 \) critical at the associated degree of freedom, then the item does not fit the model.

For the second research question, the NR and NRET scoring taxonomies were analyzed to gauge the ability of the NRET method in detecting partial knowledge and misconceptions. This procedure was employed by Chang et al. (2007) to determine the ability of ET in capturing partial knowledge. The average numbers of items for each knowledge level for the NR and NRET methods were compared. The corresponding average numbers of items would be different if the NRET method had been able to capture partial knowledge and diagnose misconceptions (Chang et al., 2007). This study further extended the procedures used by Chang et al. (2007) to include items with wrong and correct answers.

For the third research question, reliability of the NR scores and NRET scores were compared. Reliability is the degree of accuracy presented in the score and is indexed using reliability coefficient such as Cronbach’s Alpha. According to Kansup (1973), there was no procedure available to test the significance difference between two alpha values within the same group. Thus, the comparison among them was made on the basis of their manifested values and the consistency of the result across tests, as used by Ma (2004) and Holmes (2002). To ensure more stable and valid values of alpha for each scoring method, simulations were carried out using the actual data by varying the subtest length. Simulation was done by randomly selecting the number of items according to the length of each subtest. A total of five simulations were conducted for each subtest length, and the average values of alpha compared. Each simulation resulted in two alpha values corresponding to the two scoring methods (NR and NRET). A higher alpha value indicates higher reliability.

**Results**

For the first research question, the results of the performance of the low-ability students on the most difficult items can be used to determine the extent of guessing. The three most difficult items were identified as item 16, item 26, and item 29. The responses and NR scores of the low-ability students to these three most difficult items are presented in Table 2 and Table 3.

<table>
<thead>
<tr>
<th>Item</th>
<th>( p )-value</th>
<th>( N )</th>
<th>%</th>
<th>( N )</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.388</td>
<td>121</td>
<td>88.3</td>
<td>16</td>
<td>11.7</td>
</tr>
<tr>
<td>26</td>
<td>0.370</td>
<td>110</td>
<td>80.3</td>
<td>27</td>
<td>19.7</td>
</tr>
<tr>
<td>29</td>
<td>0.430</td>
<td>120</td>
<td>87.6</td>
<td>17</td>
<td>12.4</td>
</tr>
</tbody>
</table>

As shown in Table 3, the percentages of the low-ability students’ failing to answer items 16, 26, and 29 were high at 88.3%, 80.3%, and 87.6%. The assumption is that if a student guesses randomly, then the chance of getting an item
The correct answer for a four-option MC item is 25% (one out of four). The percentages of the correct responses for all the three most difficult items were below 25% at 11.7%, 19.7%, and 12.4%. Further analysis contained in Table 3 shows that 85 out of 137 students (62.0%) had a score of 0, while 44 (32.1%) had a score of 1, and 8 (5.8%) had a score of 2. None of the low-ability students managed to get all three of the most difficult items correct. Thus, guessing was minimal with the NRET method.

**Table 3. Performance of low-ability students on the three most difficult items**

<table>
<thead>
<tr>
<th>NR Score for the three items</th>
<th>Number of students</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>85</td>
<td>62.0</td>
</tr>
<tr>
<td>1</td>
<td>44</td>
<td>32.1</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>5.8</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Total</td>
<td>137</td>
<td>100.0</td>
</tr>
</tbody>
</table>

The number of misfit items for the one-parameter IRT models was high. Thus, the one-parameter IRT model is not appropriate, which is reflected by the large number of misfit items. However, the number of misfit items dropped significantly for the two-parameter models, which assume minimal guessing. There was no further significant decrease in the number of misfit items for the three-parameter models, which take guessing into consideration. Therefore, guessing was minimal under NRET since the data fit the 2-parameter IRT models that assume minimal guessing. The results of the two procedures above showed that guessing was minimal under the NRET method. The results of fit of the item analyses by IRT models are listed in Table 4.

**Table 4. Number of misfit items for each IRT model**

<table>
<thead>
<tr>
<th>IRT Model</th>
<th>Number of misfit items</th>
</tr>
</thead>
<tbody>
<tr>
<td>1–PL logistic</td>
<td>11</td>
</tr>
<tr>
<td>1–PL normal</td>
<td>13</td>
</tr>
<tr>
<td>2–PL logistic</td>
<td>5</td>
</tr>
<tr>
<td>2–PL normal</td>
<td>5</td>
</tr>
<tr>
<td>3–PL logistic</td>
<td>3</td>
</tr>
<tr>
<td>3–PL normal</td>
<td>4</td>
</tr>
</tbody>
</table>

For the second research, the results of the NR and NRET scoring taxonomies for the whole test in Table 5 show the ability of the NRET method to detect partial knowledge and misconceptions.

**Table 5. NR and NRET scoring taxonomy**

<table>
<thead>
<tr>
<th>Score</th>
<th>NR Correct</th>
<th>NR Wrong</th>
<th>NRET FM</th>
<th>NRET PM</th>
<th>NRET NK</th>
<th>NRET PK</th>
<th>NRET FK</th>
<th>Final test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25.73</td>
<td>14.27</td>
<td>0.27</td>
<td>1.21</td>
<td>10.34</td>
<td>1.02</td>
<td>1.17</td>
<td>1.29</td>
</tr>
</tbody>
</table>

*Note: FM = full misconception, PM = partial misconception, NK = absence of knowledge, PK = partial knowledge, and FK = full knowledge.*

The results show that the NR scores for all items could be divided into only two categories: correct (1) and wrong (0). But the NRET scores could be divided into five different categories: FM for full misconception (−3), PM for partial misconception (−2 and −1), NK for no knowledge (0), PK for partial knowledge (1, 2, and 3) and FK for full knowledge (4), which is in line with the suggestion put forward by Ben-Simon et al. (1997).

The average number of correct items under NR was 25.73. However, the average number of items for full knowledge under NRET was only 23.32. This clearly shows that not all the correct answers under NR were based on the true knowledge of the students. Similarly, not all wrong answers under NR were due to the misconceptions or lack of knowledge on the part of students. An average of 14.27 responses were identified as wrong under NR, an average of 11.82 responses demonstrated misconceptions, and only an average of 1.02 responses were due to no knowledge. Further analyses were performed on NR and NRET scores for the correct answers and wrong answers. The results are presented in Table 6 and Table 7.
Table 6. NR and NRET scoring taxonomy for items with correct answers

<table>
<thead>
<tr>
<th>Score</th>
<th>NRET</th>
<th>NR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PK</td>
<td>FK</td>
</tr>
<tr>
<td>1</td>
<td>0.54</td>
<td>0.49</td>
</tr>
</tbody>
</table>

Note: PK = partial knowledge, and FK = full knowledge

Table 7. NR and NRET scoring taxonomy for items with wrong answers

<table>
<thead>
<tr>
<th>Score</th>
<th>NRET</th>
<th>NR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FM</td>
<td>PM</td>
</tr>
<tr>
<td>Final test</td>
<td>0.27</td>
<td>1.21</td>
</tr>
</tbody>
</table>

Note: FM = full misconception, PM = partial misconception, AK = absence of knowledge, PK = partial knowledge

The results in Table 6 show that the knowledge states of the students with correct answers could be further classified into full knowledge and partial knowledge. Similarly, the results in Table 7 show that their knowledge states for wrong answers could be further categorized into full misconception, partial misconception, no knowledge, and partial knowledge under NRET. Thus, NRET could detect partial knowledge and misconceptions of the students.

For the third research question, the average reliabilities of NR scores and NRET scores were compared as in Table 8.

Table 8: Average reliability by different subtests

<table>
<thead>
<tr>
<th>Subtest length</th>
<th>NR reliability alpha coefficient</th>
<th>NRET reliability alpha coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>0.908</td>
<td>0.914</td>
</tr>
<tr>
<td>35</td>
<td>0.904</td>
<td>0.911</td>
</tr>
<tr>
<td>33</td>
<td>0.899</td>
<td>0.906</td>
</tr>
<tr>
<td>31</td>
<td>0.893</td>
<td>0.900</td>
</tr>
<tr>
<td>29</td>
<td>0.887</td>
<td>0.895</td>
</tr>
<tr>
<td>27</td>
<td>0.877</td>
<td>0.887</td>
</tr>
<tr>
<td>25</td>
<td>0.868</td>
<td>0.879</td>
</tr>
<tr>
<td>23</td>
<td>0.852</td>
<td>0.864</td>
</tr>
<tr>
<td>21</td>
<td>0.847</td>
<td>0.857</td>
</tr>
<tr>
<td>20</td>
<td>0.842</td>
<td>0.854</td>
</tr>
</tbody>
</table>

The reliabilities of NRET scores were consistently slightly higher than the corresponding NR scores for all the subtests. Thus, the findings indicated that there was no loss of reliability in NRET scores as compared to NR scores, but NRET could detect partial knowledge and misconceptions.

Discussion

As more emphasis is placed on the accountability of educational institutions, the need for assessments that can provide diagnostic information for teachers to identify effective classroom instruction and help teachers construct informative feedback for students to improve learning becomes crucial. Without such focus, assessments are designed only to audit students’ learning and are just “terminal events” in the teaching and learning process. MC tests are the most preferred assessments for objective measurement of students’ knowledge, ability, or performance. When the dichotomous NR scoring is employed, MC tests are criticized for encouraging guessing and for their inability to discriminate between different levels of knowledge.

Over the last half a century, many scoring methods have been proposed to differentiate students’ knowledge for MC tests. These methods use different test instructions and scoring mechanisms to facilitate students’ responding based on their true knowledge. The reliabilities of these methods are better than those of conventional NR scoring. However, these scoring methods are not accepted as an alternative to NR due to their complex or unfamiliar test instructions and scoring rules. Among this “bad lot,” ET proposed by Coombs et al. (1956), with a score ranging
from \(-3\) to \(3\) for any four-option MC item, stands out for its ability to detect partial knowledge and misconceptions. They wrote as follows: “All positive scores represent some degree of partial information and all negative scores represent some degree of misinformation” (p. 35).

The study reported in this paper investigated the effect of CAAS using NRET as a scoring method for MC tests. The results were based on the analyses performed on the data collected for this study. Clearly, there are a number of limitations. First, this study used one group of students to sit for the final test under the NRET test instructions, and the NR scores were determined from these responses. This approach of calculating different scores from one test using one common test instruction had been employed by past researchers such as Kansup (1973) and Holmes (2002). It has been noted that the observed score for any item of an examinee is influenced by many variables such as guessing, testing situation, content, scoring, administration, and examinee’s behavior. Through this approach, many of these variables can be held constant and the scoring errors can be minimized. However, further studies could be done with two groups of students with similar ability sitting the final test, one under NRET and the other under NR. Then, not only the reliability of NRET could be compared to NR, but the significance of a difference in reliability could also be identified. Second, we should also compare NRET to ET. Third, mathematics was the content matter and the study involved Form Two students only in Malaysia. Further studies conducted across different subjects and age groups could help to clarify the generalizability of the findings of this study. Fourth, the comparison of scoring methods should also be done using different sample distributions such as non-normal sample distributions with different values of skewness and kurtosis. Through such studies, clearer differences between the scoring methods may emerge. Last, but not least, this study was conducted using CAAS. Technology in assessment often results in unforeseen social, negative and unintended consequences. Thus, further study is needed to look into the impact on examinee’s behavior regarding these issues.

**Conclusion**

The results showed the feasibility of adopting NRET to replace the conventional NR. First, the analyses performed by using the IRT models and on the performance of the low-ability students for the three most difficult items showed that guessing was minimal using the NRET method. These findings are consistent with findings by Swineford and Miller (1953) and Traub and Hambleton (1972), in which guessing was minimal under the penalty method. Secondly, the analyses of NR and NRET scoring taxonomies done for the whole test, on the items with correct answers and the items with wrong answers, showed that NRET could detect full knowledge, partial knowledge, absence of knowledge, partial misconception, and full misconception. These results are similar with Bradbard and Green (1986), Bradbard et al. (2004), and Chang et al. (2007), in that there is evidence that guessing is reduced and partial knowledge can be detected. Third, the analyses performed on different subtests of the final test showed that the NRET scores were consistently more reliable than the NR scores. This finding is consistent with suggestion by Ma (2004), who said that when test items were scored dichotomously, potentially useful information about individual’s level of proficiency that was contained in the other response options was lost. Thus, the precision of measurement was reduced. The results of this study are similar to the results of the studies done by comparing ET with NR (Collet, 1971; Hakstian & Kansup, 1975; Traub & Fisher, 1977). Although the results of NRET and ET were comparable, NRET has an added advantage over ET. According to Jaradat and Tollefson (1988), ET instructions are confusing despite prior practice. It is conflicting where students are taught to solve for the correct answer but being assessed on their ability to identify incorrect answer. On the other hand, the test instructions of NRET resemble one of the most commonly used test strategy, in which students first eliminate the obviously incorrect options before choosing the answer.

NRET delivered through CAAS allows administrators or teachers to control the students’ responses. In this case, there may have been several possible reasons for students to not employ the NRET test instructions. Firstly, they may not have understood the NRET test instructions. Secondly, they may have forgotten and lapsed into the traditional response mode. Thirdly, they may have chosen not to comply with the NRET testing mode. Regardless of the reason for noncompliance, CAAS can ensure that students comply with the required instruction. In addition, CAAS also allows speedy calculation of item scores and total scores. It also creates an opportunity to provide feedback concerning performance after each item. This can help students understand the reward or penalty associated with each response strategy. Thus, CAAS using NRET has the potential to resolve the problems of guessing and failing to detect partial knowledge and misconception that are common with the NR method.
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ABSTRACT

This study explores a de-bias function for a decision support systems (DSS) that is designed to help a user avoid confirmation bias by increasing the user’s learning opportunities. Grounded upon the theory of mental models, the use of DSS is viewed as involving a learning process, whereby a user is directed to build mental models so as to reduce the tendency to consider only data that supports any preexisting mental models. The results of an experiment suggest that a de-bias function, called computer-mediated counter-argument (CMCA), facilitates individual learning and improves decision satisfaction.
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Introduction

A decision support system (DSS) is a platform for learning in at least two ways. First, a DSS aids the user in extending his or her knowledge about the subject matter of the decision domain. For example, a person using a stock-selecting DSS may explore the relationships among interest rates and stock prices and, while exploring, learn knowledge about the markets. Second, a DSS may present the user with an opportunity for adjusting his or her knowledge about the decision-making process itself. In this case, the system aids a person in altering the decision-making process in an attempt to improve the outcome. An example of this second way of learning is shown by a user of a stock-selecting DSS who, having been warned of an error-producing cognitive bias known as gambler’s fallacy, reacts to this warning by performing additional steps in the decision-making process, which in this case might include the reflection upon possible market outcomes, if future prices are not dependent upon historical prices. This second way of learning, an adjustment of the decision-making process, serves the decision maker by reconciling the many interlocking and incompatible beliefs about the problem domain, some of which may be based upon cognitive biases (Tversky & Kahneman, 1974). Increasingly, attention is being focused upon cognitive theories of learning and how these theories can be understood and applied in the context of DSS, a trajectory of research that is distinct from much of DSS research, which largely focuses upon the end result of decision making: decision quality (Santana, 1995). Along these lines, our focus is upon the second type of learning and how a DSS might help to adjust a user’s decision-making process for the purposes of overcoming a cognitive bias known as confirmation bias.

During DSS use, cognitive biases present a perilous downside. Users, enabled by DSS, may make poor decisions and enact seemingly limited decision-making processes, often while confident that all is well. Several examples illustrate cognitive biases arising during the use of DSS. A cognitive bias called the illusion of control occurs when a user of a DSS performs a what-if analysis and displays increased confidence, yet achieves no significant performance gain (Davis & Kottemann, 1994). The cognitive bias called confirmation bias occurs when a person who is gathering information restricts attention to only data that supports a favored hypothesis. The cognitive bias known as the illusion of knowledge occurs when a user is overconfident about having access to a greater amount of information, as is easily the case with a DSS, but makes poor decisions, despite the additional information. This last cognitive bias was detected when investors who had switched from a phone-based investing method to an online trading platform became more confident, and yet recorded poor performance despite having access to more information (Barber & Odean, 2002). Attempting to counter these cognitive biases is called de-biasing (Fischhoff, 1982). In general, de-biasing techniques, such as educating users about biases, are believed to beneficially impact decision quality (Arnott, 2006) and de-biasing techniques applied to DSS have been successfully demonstrated (Bhandari, Deaves, & Hassanein, 2008). To investigate the embedding of a de-biasing technique into the design of a DSS we adopt mental-model theory.
The theory of mental models explains how people perform certain activities, for example, information processing. When a decision maker confronts a large amount of information, a mental model aids in the filtering of that information. The mental model fulfills a gatekeeper role for the mind by preventing unrelated and unimportant information from being consciously considered. However, along with the beneficial effects that are attributed to mental models, there are also error-producing effects. Inadequate mental models may block important information. The ability of a decision maker to change mental models is viewable as a learning process, one that may be enabled by DSS. That a person can change existing mental models is important, given that mental models may have a negative impact during decision making (Vandenbosch & Higgins, 1994). Through the mental-model theory, we seek to explain how an embedded de-bias function can induce a change in a person’s mental model, conceptualized as a type of learning, and, as a result, overcome confirmation bias. Mental models provide a theoretical explanation upon which to ground a DSS function for reducing confirmation bias.

The consideration of mental models is not new to DSS research and can be recognized as a type of cognitive skill. The use of DSS is attributed to the development of cognitive skills. Intelligent tutoring tools, for example, provide the user with an opportunity to obtain cognitive skills, such as the ability to learn via self-explanation (Patel, Kinshuk, & Russell, 2000). Technology-enriched learning includes meta-learning activities, such as monitoring and sequencing one’s own learning (Sinitsa, 2000). The cognitive skill being considered in this research is the learning effect of mental-model reforming. We seek to understand if the design of a de-biasing function embedded in a DSS increases the cognitive skill of the type of learning associated with mental-model reforming.

The de-bias function being explored aims to eliminate cognitive bias through the introduction of counter-arguments. The de-bias function that is embedded in a DSS is designed to present counter-arguments to the user so as to eliminate bias through a learning process. We seek to understand if users, having read counter-arguments, report to have built mental models and express a lower confidence level, as compared with users without counter-arguments. Being aware of the need to lessen the impact of confounding variables from the environment, we conducted an experiment to investigate this embedded de-bias function.

In the following sections, we discuss the concepts of mental-model theory, confirmation bias, and learning. We propose a research model grounded upon mental-model theory and state our hypotheses. We discuss the research design and the procedures of the experiment. We analyze the data and discuss the results in light of their implication to DSS design and individual learning.

Theoretical background and hypotheses

Mental models and confirmation bias

While explaining the nature of thought, Craik (1943) describes the modeling capabilities of the human mind, whereby “small-scale models” of external entities are manipulated by the mind to consider past events and to anticipate future events. These mental models are psychological representations of the environment and consist of cognitive constructs and their relationships (Holyoak, 1984). As such, mental models serve a range of purposes: when designing, mental models help a person to describe the composition of entities; when observing a system, mental models help a person to explain the current states of unseen variables; and when considering the future, mental models help a person to predict events and suitable responses to these events (Rouse & Morris, 1986). Mental models, as structured patterns, aid in classifying information and aid in simulating a set of outcomes based upon varying conditions (Cannon-Bowers, Salas, & Converse, 1993). An activity such as information processing suggests that mental models are relevant to DSS design.

One example illustrates the association of mental models with cognitive biases. In the stock market, a decision maker needs to predict a future price in order to make the purchasing decision. The decision maker possesses a mental model of the impacts of various factors upon price. This mental model helps to guide the search for information required for predicting price and abandon information that is not important to the decision. If abundant amounts of information are available, the mental model serves as a filter that helps the decision maker forego consideration of inconsequential information. A mental-model-based information search can reduce processing time and minimize information overload. These benefits, however, which coexist with a mental model, may lead the decision maker to
neglect, or perceive as unimportant, information critical to the analysis. Mental models contribute to a cognitive bias called confirmation bias.

Wason (1960) defined the phenomenon of confirmation bias as people’s tendency to seek evidence in support of their assumptions instead of searching for evidence that challenges their assumptions. When a person contemplates concepts or verifies assumptions, a variety of biased tendencies have been described. A person may tend to treat evidence supporting existing beliefs more favorably than is objectively appropriate. A person confronted with a body of information may “see” exactly the effect that the person set out to find (Russo, Medvec, & Meloy, 1996). A person may tend to pass along information that is congruent to their beliefs (Heath, 1996). In short, the problem is that “decision-makers seek confirmatory evidence and do not search for disconfirming information” (Arnott, 2006, p. 60). The consequence of overweighting some evidence and underweighting other evidence is reaching a wrong conclusion. Confirmation bias is observed to be an exceptionally problematic aspect of human reasoning (Nickerson, 1998). How then might the design of a DSS compensate for this cognitive bias?

Mental models and learning

Based on mental models and learning theory (e.g., Gagne, 1977; Norman 1982; Piaget 1954), Vandenbosch and Higgins (1994) argue that mental models are closely connected to learning. Mental models direct the information-gathering process and limit the process. Reflexively, the information gathered has the potential to change mental models, confirm them, enhance them, change them, and reinforce them. Vandenbosch and Higgins (1994) state that the gathered information impacts mental models through two different processes: mental-model maintenance and mental-model building. Mental-model maintenance occurs when new information fits easily into existing mental models. Mental-model building occurs when new information from newly perceived situations and environments provokes a person to change existing mental models.

The connection between mental models and learning is amplified by Vandebosch and Higgins (1994) with their comparison of mental models to theories found in the management discipline. First among these theories is Argyris and Schön’s (1978) organizational learning theory of single-loop and double-loop learning. Single-loop learning represents the learning that takes place when existing routines guide the problem-solving process. Double-loop learning represents the challenging of existing routines and the need to restructure existing norms and assumptions. These two ways of learning are similar to the learning that is explained by the use of mental models. In terms of mental models, single-loop learning maps to mental-model maintenance, both of which pertain to the confirmation and disconfirmation of new information when compared to an existing, stable theory. Double-loop learning maps to mental-model building, both of which represent a potential change in foundations of how learning is achieved.

Vandenbosch and Higgins (1994) also draw parallels between mental models and another theory, March’s (1991) theory of exploitation and exploration learning. Exploitation is the act of enhancing performance by improving current practices. Exploration is the act of enhancing performance by introducing new practices. Exploitation represents mental-model maintenance as one attempts to reinforce current mental models by adding new constructs or building new links between existing constructs. Exploration represents the mental-model building process as one attempts to reconstruct the model completely (March, 1991). These management theories, because they include both the learning of individuals and the collective of individuals (i.e., the organization as a whole) may not be fully applicable to the individual learning considered in this research. However, in as much as they are found to model individual learning, these theories are useful because they are congruent with our understanding of the maintenance and building of mental models.

Of the two approaches described, mental-model maintenance and mental-model building, the one more likely to happen is mental-model maintenance (e.g., Quinn, 1980; Kiesler & Sproull, 1982; Gronhaug & Falkenberg, 1989). Acceptance of mental-model maintenance as a form of learning is high because it can be routinely confirmed through a person’s past experience. Vandenbosch and Higgins (1994) write how, in contrast, mental-model building implies that decision makers face uncertainty. The theory of mental-model building has been tested through empirical evidence. People tend to make decisions or take in part or all action based on their mental models. The mental-model-building form of learning requires stimulus such as feedback from actions and information that contrasts with current thinking. DSS could be designed to induce mental-model building by injecting a particular type of information. Therefore, we attempt to identify the presence of mental-model building by introducing the stimulus of
computer-mediated counter-arguments (CMCA). A counter-argument is information contrasting with what the decision maker previously hypothesized, and computer-mediated counter-argument is defined as opposite information provided by a DSS during the decision-making process. In addition, in our study, we also attempt to determine whether individuals using a system with counter-argument report a higher level of satisfaction. The research model (Figure 1) shows the relationship between these factors.

Figure 1. Research model

From a cognitive perspective, existing mental models determine the ideal construction and concept framing process. Due to cognitive-based biases, people tend to read information that fits into their current mental model. The information-selection process allows them to gather evidence that can support their existing mindset. Although the received information either strengthens or weakens the current mental model (Vandenbosch & Higgins, 1996), theory indicates that once one’s belief is formed, it is not easy to change if there is no additional stimulus (Hoch & Deighton, 1989). Since subjects in the group without computer-mediated counter-argument tend to maintain their current mental model rather than building a new mental model, therefore, we hypothesize the following:

\[ H1a: \] The score of mental-model maintenance for subjects who use DSS without computer-mediated counter-argument is higher than for those who use DSS with computer-mediated counter-argument.

On the other hand, people question their existing mindset when they receive contradictory evidence (Vandenbosch & Higgins, 1996). Counter-arguments provided by the system give contradictory evidence that challenges decision makers’ perspectives and provides a chance for them to reevaluate their current mental model. Under this setting, people are more likely to abandon their current mental model or take appropriate steps to improve their mental model. Therefore, subjects in the group with computer-mediated counter-argument tend to reform their mental model, rather than maintain their mental model. We hypothesize the following:

\[ H1b: \] The score of mental-model building for subjects who use DSS with computer-mediated counter-argument is higher than for those who use DSS without computer-mediated counter-argument.

Decision satisfaction can be separated into process satisfaction and outcome satisfaction (Green & Taber, 1980). Process satisfaction refers to users’ perceived efficiency and fluency of using a decision support system to facilitate decision making. On the other hand, outcome satisfaction refers to users’ perceived effectiveness and expected performance toward the decision that has been made (Sanders & Courtney, 1985). For subjects in the group with CMCA, the existence of counter-argument challenges their prior assumptions, and this process may lead to negative emotional outcomes. Decision makers have to spend more time on making a decision and the fluency of the decision-making process is low. Negative moods and increased fatigue are caused by interruptions (Schonpflug & Battman, 1988; Zohar, 1999). Therefore, decision makers tend to rate satisfaction with the decision-making outcome as low, even if the interruption is helpful (Speier, Vessey, & Valacich, 2003). However, different results are expected toward
the outcome satisfaction. Although the counter-arguments interrupt the decision-making process by allowing
decision makers to consider both positive and negative opinions suggested by the system, the decision maker is
predicted to report satisfaction toward their decision. Therefore, we hypothesize the following:

\[ H2a: \text{Subjects who use DSS with computer-mediated counter-argument will feel less satisfied about the decision-making process.} \]

\[ H2b: \text{Subjects who use DSS with computer-mediated counter-argument will feel more satisfied about the decision-making outcome.} \]

**Research methods**

An experiment was conducted to test the listed hypotheses. Participants were assigned randomly into two groups,
with/without computer-mediated counter-argument. They were asked to accomplish a stock-investment task using
the DSS provided by the authors. A stock-investment task was selected because DSS are intensively adopted to
support stock investment decision making to cope with high uncertainty and process data in large quantities.

In general stock-investment decision-making tasks, subjects are allowed to invest certain amounts of money in one or
more selected investing targets. Real decision making is more complex, and the final investment portfolio may
contain several combinations of investments. Since this study focuses on understanding learning effects only, a
simplified investment environment was constructed. That is, people were requested to invest their money in two
companies belonging to different industries instead of among all available companies in the open market.

The stock-investment task used in this paper was modified from Melone, McGuire, Hinson, and Yee (1993).
Subjects were requested to put the given amount of money into two different stocks. To maximize their return,
subjects allocated that money into two different options (a company in the financial holding industry or high-tech
industry) based on whatever subset they deemed appropriate. DSS with “what if” analysis was provided as a decision
aid. The system provided basic market information and current market status (with news format). Basic market
information included the name of company, capital, business scope, expected ROI in the next five years, and stock
price for the past five years. Current market status included positive and negative information about these two
companies and the industries in which they belong. Information was summarized from articles published in
investing-related journals and magazines.

Although the investment information presented in this experiment was collected from real financial news, events,
and reports, the content was reviewed and modified by two business-school PhD candidates. We removed the names
and brand names that appeared in the original news report to avoid any inappropriate connection between the
experiment and real-world events. Further, we refined the wording of news titles and news content. The length of the
presented news headlines and story bodies were condensed to 10–20 words and 150–200 words, respectively.

The content validity was then assured by eight financial professionals, including professors, experienced investors,
senior managers in the high-tech industry, and accountants. News with ambiguous titles or content was dropped or
modified. The direction (positive or negative) and importance of each piece of news and the accompanying headline
was determined based on opinions provided by the above eight financial professionals.

**Measurement**

*User satisfaction* includes two major dimensions: satisfaction toward the system and toward the decision making
(Sanders and Courtney, 1985). Since this study focused on the new function, namely counter-argument provided by
the DSS, several questions were used to understand users’ attitude toward the DSS. A total of three questions
adopted from Sanders and Courtney (1985) were used to measure subjects’ satisfaction with the DSS. On the other
hand, three questions adopted from Green and Taber (1980) were used to measure satisfaction toward the decision-
making process.
Learning in this study refers to, with regard to DSS use, participants’ using the information to challenge their assumptions or using the information to maintain their initial beliefs. A total of six questions obtained from (Vandenbosch & Higgins, 1996) were used to measure learning effects: three for mental-model maintenance and three for mental-model building. The measurement uses a seven-point Likert scale ranging from 1 (strong disagree) to 7 (strong agree).

**Manipulation check**

Since we wanted to manipulate the effect of with and without counter-argument, we asked subjects whether or not they were aware of the pop-up window showing counter-argument information during the experiment. We found that 90 subjects in the group with CMCA were aware and only two subjects were not; and that 86 subjects in the group without CMCA were not aware (or could not recall) and only nine subjects were. The result of subjects’ awareness is shown in Table 1.

<table>
<thead>
<tr>
<th>Awareness</th>
<th>Total number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Computer-mediated Counter-argument w/o</td>
<td>9</td>
</tr>
<tr>
<td>w</td>
<td>90</td>
</tr>
</tbody>
</table>

According to a reading-behavior study by using eye-tracking machines, in a two-column condition, people tend to focus on content that appears on the left-hand side first. Since the information for these two companies appeared in a two-column format, we randomized the location of the messages to avoid the possible confounding effect. As shown in Table 2, the location of the news and whether or not there was CMCA are independent.

<table>
<thead>
<tr>
<th>Location of displayed information</th>
<th>Computer-mediated counter-argument</th>
<th>Total number of subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>IT-related news on the left-hand side</td>
<td>w/o 51</td>
<td>w 45</td>
</tr>
<tr>
<td>IT-related news on the right-hand side</td>
<td>44</td>
<td>47</td>
</tr>
<tr>
<td>Total number of subjects</td>
<td>95</td>
<td>92</td>
</tr>
</tbody>
</table>

**Table 3. DSS functions (Hung et al., 2007)**

<table>
<thead>
<tr>
<th>Menu</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market summary</td>
<td>Detailed information on the stock market, including stock quotes, change, day’s range, volume, etc.</td>
</tr>
<tr>
<td>Industry quotes</td>
<td>Detailed information on the specific industries.</td>
</tr>
<tr>
<td>Company information</td>
<td>Provided information on six companies used for trading in the experiment, including basic information, historical prices, news, and streaming charts.</td>
</tr>
<tr>
<td>Technical analysis</td>
<td>Analyzed technical aspects, such as the moving average, relative strength index, and stochastic line indicators.</td>
</tr>
<tr>
<td>Recent news</td>
<td>Provided three categories of news: political, international, and financial.</td>
</tr>
<tr>
<td>Calculator</td>
<td>Calculated investment returns and more.</td>
</tr>
</tbody>
</table>

**System**

A GUI-based DSS, with 4GL programming language and a relational database management system, was developed for the experiment. The system was able to support Simon’s decision processes, which allow people to perform intelligence, design, and choice activities. Actual design activities followed Hung, Ku, Liang, and Lee’s recommendations (2007), and the detail system tools are shown in Table 3. Furthermore, the purpose of this study was to understand how users’ information-reading behaviors affected their final decision. To support this, a total of 5 to 15 positive and 5 to 15 negative message titles about each company were displayed on the main page for the non-information-loading group. After users clicked on the message title, the system popped up an “always on top” screen,
which contained detailed message content. To record the exact reading time for each message, this pop-up “always on top” window could only be closed by clicking the “close” function. Finally, for experiment group, after they clicked the “close” button, another window containing a reversed direction message popped up.

Procedure

Before the experiment started, each participant read and signed a consent form describing the purpose of the research. Subjects were told that any decision they made was independent from their academic performance and that
the experiment process was anonymous. All experiments were held by the same facilitator to reduce possibilities of bias.

In the first stage, the experimenter gave a five-minute introduction of two investment options (a financial holding company and a high-tech company). After the brief introduction, subjects were asked to make a quick decision first. We consider the decision at this stage as prior belief. Next, what-if analysis tools and the current status of each market were shown on the screen. Positive and negative information was represented by a brief title only. Participants had to click on the title to obtain detailed information. They could use what-if analysis tools to calculate possible returns according to their understanding of the market and the provided information. In this stage, the subjects’ information acquisition behaviors, including reading sequence and time, were recorded by the system automatically. When participants felt comfortable making their final decision, they pressed a button on the screen, and the system led them to the final decision screen. After participants made their final decision, they were asked to provide their level of confidence toward their final decision and answer predefined questions. Finally, they were thanked for their participation.

Pilot tests

The experiment was pilot-tested twice with master and senior students from the MIS department. After the first pilot test, with eight volunteer students, we refined the process flow and divided the company information page into two pages: one for company information and the other for the preference test. In addition, we invited three students studying human-computer interfaces to review our experiment system and provide us with some functional and interface-design comments. Based on these comments, we improved our system and made its operation smoother and more user-friendly. The second pilot test was conducted with fifteen students. We found no revisions were needed after the second pilot test, so this version was considered final.

Demographics

A total of 187 subjects were recruited from part-time MBA programs of seven different universities and one academic institution. Since our predefined task was stock investment, we focused on subjects with stock or other investing experience. Five of the six subjects had experience with stock investment, while one of the six had no experience with stock investment but had other investment experience. The average age was 33.1 years old with a standard deviation of 5.6. The eldest subject was 52 years old, and the youngest was 22 years old.

For those subjects in the with-CMCA group, one out of five had never invested in the stock market, and the average age was 33.19 years old with a standard deviation of 4.843. The eldest subject was 48 years old, and the youngest was 22 years old. For those subjects in the without-CMCA group, one out of five had never invested in stock, and the average age was 33.01 years old with a standard deviation of 6.325. The eldest subject was 52 years old, and the youngest was 22 years old.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Items</th>
<th>Factor loading</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Factor 1</td>
</tr>
<tr>
<td>Mental-model maintenance (Cronbach’s alpha = 0.74)</td>
<td>Support my viewpoint</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>Support action taking</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>Reinforce belief</td>
<td>0.70</td>
</tr>
<tr>
<td>Mental-model building (Cronbach’s alpha = 0.70)</td>
<td>Challenge my viewpoint</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Criticize my cognition</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>Reinvestigate my assumption</td>
<td>0.73</td>
</tr>
<tr>
<td>Satisfaction process (Cronbach’s alpha = 0.87)</td>
<td>Process efficiency</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Process satisfaction</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>Process clarity</td>
<td>0.68</td>
</tr>
<tr>
<td>Satisfaction decision (Cronbach’s alpha = 0.95)</td>
<td>Happy with the decision</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>Pleased with the decision</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>Satisfied with the decision</td>
<td>0.82</td>
</tr>
</tbody>
</table>
Data analysis

Item reliability, convergent validity, and discriminant validity tests are often used to test the robustness of measurement. Individual item reliability can be examined by observing the factor loading of each item. Convergent validity should be assured when multiple indicators are used to measure one construct. Convergent validity can be examined by bivariate correlation analyses and reliability of questions. Discriminant validity focuses on testing whether the measures of constructs are different from one another. It can be assessed by testing whether the correlation between pairs of constructs are below the threshold value of 0.90. As shown in Table 4, given that all criteria were met, validity and reliability of our measurement are assured in our study.

Hypotheses testing

There are four hypotheses in this category, based on different decision outcomes: mental-model maintenance, mental-model building, decision-process satisfaction, and outcome satisfaction. In this study, MANOVA was selected because the correlation matrix showed a moderate- to high-level correlation among variables and to control an experiment-wide error rate resulting from conducting multiple ANOVA (Hair, Black, Babin, Anderson & Tatham, 2006). In Table 5, descriptive analysis and the correlation among variables were also provided for the validation of assumption. “Mean” represents the averaged response toward each construct. “Skewness” and “kurtosis” represent the extent to which our sample fit into the normality assumption. The MANOVA test result in Table 6 shows that, except for process satisfaction, CMCA has effects on each dependent variable when confirmation bias is controlled.

Table 5. Descriptive analysis and correlation matrix

<table>
<thead>
<tr>
<th></th>
<th>Descriptive analysis</th>
<th>Correlation matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std dev.</td>
</tr>
<tr>
<td>Mental-model maintenance</td>
<td>4.87</td>
<td>0.78</td>
</tr>
<tr>
<td>Mental-model building</td>
<td>5.16</td>
<td>0.87</td>
</tr>
<tr>
<td>Satisfaction toward process</td>
<td>4.97</td>
<td>0.93</td>
</tr>
<tr>
<td>Satisfaction toward outcome</td>
<td>5.02</td>
<td>0.97</td>
</tr>
</tbody>
</table>

Table 6. Effect of CMCA on learning and satisfaction

<table>
<thead>
<tr>
<th>Source</th>
<th>Dependent variable</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>MM building</td>
<td>6109.007</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>MM maintenance</td>
<td>7370.924</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>Process satisfaction</td>
<td>5246.856</td>
<td>.000</td>
</tr>
<tr>
<td></td>
<td>Outcome satisfaction</td>
<td>4992.449</td>
<td>.000</td>
</tr>
<tr>
<td>CMCA</td>
<td>MM building</td>
<td>4.711</td>
<td>.031</td>
</tr>
<tr>
<td></td>
<td>MM maintenance</td>
<td>7.912</td>
<td>.005</td>
</tr>
<tr>
<td></td>
<td><strong>Process satisfaction</strong></td>
<td><strong>2.388</strong></td>
<td><strong>.124</strong></td>
</tr>
<tr>
<td></td>
<td>Outcome satisfaction</td>
<td>5.868</td>
<td>.016</td>
</tr>
</tbody>
</table>

The hypothesis that the score of mental-model maintenance for subjects who use DSS without CMCA will be higher than for those who use DSS with CMCA is supported. As Table 7 indicates, for subjects in the group without CMCA, the average-rated mental-model maintenance was 5.03 (out of 7). For subjects in the group with CMCA, the average-rated mental-model maintenance score was 4.71 (out of 7). The significant result indicates that CMCA can effectively reduce mental-model maintenance.

The hypothesis that the score of mental-model building for subjects who use DSS with CMCA will be higher than for those who use DSS without CMCA is supported. In addition, as Table 7 shows, for subjects in the group without CMCA, the average-rated mental-model building was 4.96 (out of 7); for subjects in the group with CMCA, the average-rated mental-model building was 5.36 (out of 7).

The MONOVA result shows that counter-argument has an effect on outcome satisfaction but not on process satisfaction. The hypothesis that subjects who use DSS with CMCA will feel more satisfied toward the system is not
supported. However, significant difference can be found between these two groups and H2, and thus, the satisfaction toward decision-making outcome is supported. The average scores and standard deviation for process and outcome satisfaction for each group are provided in Table 7.

<table>
<thead>
<tr>
<th></th>
<th>Computer-mediated counter-argument</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>w/o</td>
</tr>
<tr>
<td>Mental-model maintenance</td>
<td>5.03</td>
</tr>
<tr>
<td>Mental-model building</td>
<td>4.96</td>
</tr>
<tr>
<td>Process satisfaction</td>
<td>4.88</td>
</tr>
<tr>
<td>Outcome satisfaction</td>
<td>4.86</td>
</tr>
</tbody>
</table>

Discussion

One of our hypotheses (H2) was not supported. Contrary to our expectation that subjects provided with CMCA would be interrupted by the popping-up of counter-argument during the decision-making process and would tend to feel less satisfied, subjects in the group with counter-argument felt even more satisfied than the group without counter-argument. A couple of reasons may have caused this to happen. First, decision-process satisfaction is measured by a subject’s perceived efficiency, satisfaction, and clearness toward the decision-making process. In general, decision makers do not read all the information provided by the system. Accompanied by the experimenter’s introduction, the decision-making process is very easy to understand and follow. The measurement may not exactly reflect the actual problem with counter-argument. Therefore, there is no significant difference between these two groups. There is a need to develop another instrument to understand subject’s satisfaction toward the decision-making process.

Second, we measured the subjects’ perceived process satisfaction and perceived outcome satisfaction together, after the decision had been made. Although the questionnaire focused on the decision-making process, the decision makers’ perceived satisfaction toward the process may have been affected by their perceived satisfaction toward the decision outcome. Therefore, future research should reconsider the most appropriate time for collecting process satisfaction.

Conclusion

Because human beings have bounded rationality, our decision-making process is largely affected by cognitive biases (Tversky & Kahneman, 1974). This study focused on the introduction of a de-bias function, which may reduce the negative consequences of confirmation bias in the computer-supported decision-making context. The relationships between counter-argument and decision outcomes were hypothesized. After collecting data from 187 experienced financial investors, three out of four proposed hypotheses were supported (the relationship between the providing of CMCA and process satisfaction was not supported). We successfully showed how the de-bias function can trigger individual learning by leading decision makers to challenge their current mental models. This result contributes to academics and practitioners in several ways.

Implications for research

First, our results indicate that decision support systems with specific functions can stimulate learning by reforming decision makers’ mental model. How users can learn through the use of information systems has long been ignored by information system research (Alavi & Leidner, 2001). In this study, we focused on two different approaches to learning: mental-model maintenance and mental-model building. However, biases emerged while decision makers attempt to maintain current mental models. This research shows that with pre-design functions, users may challenge their initial beliefs and reform their mental models.

Second, there was no difference with regard to process satisfaction with or without counter-argument. This indicates that although a new function may be useful to minimize overconfidence and to guide the decision maker to balance
their decision, people may be against the de-bias function in the decision-making process. The existence of counter-argument may interrupt decision makers’ information reading and downgrade their processing fluency. This implies that, although counter-argument allows decision makers to challenge their assumptions, an unwanted emotional side effect may also appear. Future research may explore other emotional consequences of using de-biasing functions embedded in computer-supported decision-making tools.

**Implications for practice**

Learning takes place when learners enhance their current mental models or build new mental models. It is vital to build an environment to help individuals to avoid cognitive bias as well as to support the building and reforming of mental models. Computer-supported learning is popular and broadly adopted by the contemporary education system. In addition to providing various types of knowledge in a more efficient or effective manner through the support of information technology, approaches such as counter thinking, which provide stimulus for learners to challenge their existing mental model, should be adopted by educators or embedded into the learning system.

For a decision-support-systems designer, de-bias functions should be included in the system design. Our study shows that systems should provide certain functions to prevent bias or support learning. However, designers should also note that some unwanted effects may be caused by those de-bias functions. For example, in our study, we provided one piece of counter-argument when subjects read a piece of news. The pop-up counter-argument may lead to negative emotions, for example, annoyance or confusion. Too many counter-arguments or too much information may increase the effect of information overload. Therefore, the frequency and timing used to provide counter-argument is important. System designers should also consider the type of task and other factors.

**Limitations and future research**

This study is not without limitations. First, a between-group comparison was conducted and subjective evaluation of perceived mental-model building was used to evaluate the learning effect. Some may argue that although this approach may capture part of the learning effect, a pre- and post-experiment comparison should be made in order to truly reflect how counter-argument changes the mental model. Therefore, further research should extend this study by employing within-individual experiment and examining the change of one’s mental model objectively. Second, this was a cross-sectional study and the existence of counter-argument was unexpected by the subjects. People may get used to the appearance of counter-argument and ignore it automatically (e.g., Handzic & Tolhurst, 2002). Future research may extend this study by conducting a longitudinal study to examine the above assumption. Third, only a financial decision-making task was used. Since confirmation bias can be applied to various decision-making tasks and counter-argument may serve as a useful tool for eliminating it, future research should extend the proposed concept to other decision-making areas to test the effect of counter-argument on decision-making. Fourth, only one de-biasing function was included in this study. One bias may be eliminated through different approaches under different settings. Future research should include other de-biasing functions and compare the effect of different de-biasing functions under different settings. Lastly, although we have illustrated the effect of confirmation bias and methods to prevent it, we did so with a simple experiment design. Future studies may examine this issue in more complicated circumstances, such as a group decision-making or social decision-making process.
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ABSTRACT

This study intends to investigate factors affecting business employees’ behavioral intentions to use the e-learning system. Combining the innovation diffusion theory (IDT) with the technology acceptance model (TAM), the present study proposes an extended technology acceptance model. The proposed model was tested with data collected from 552 business employees using the e-learning system in Taiwan. The results show that five perceptions of innovation characteristics significantly influenced employees’ e-learning system behavioral intention. The effects of the compatibility, complexity, relative advantage, and trialability on the perceived usefulness are significant. In addition, the effective of the complexity, relative advantage, trialability, and complexity on the perceived ease of use have a significant influence. Empirical results also provide strong support for the integrative approach. The findings suggest an extended model of TAM for the acceptance of the e-learning system, which can help organization decision makers in planning, evaluating and executing the use of e-learning systems.
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Introduction

To maintain competitiveness and keep a highly-trained and educated workforce, organizations have invested considerable amount of time and resources in e-learning as a supplement to traditional types of training, because it can be simultaneously implemented company-wide, achieve immediacy, consistency and convenience, and is associated with higher profits and lower turnover, thus playing a significant role in training and development (DeRouin, Fritzche & Salas, 2005).

Many studies have discussed the benefits of e-learning applications (Ong, Lai, & Wang, 2004; Piccoli, Ahmad, & Ives, 2001). But, despite increased usage, underutilization remains a problem (Moore & Benbasat, 1991; Johansen & Swigart, 1996; Ong et al., 2004). Therefore, if learners fail to use-learning systems, the benefits of such systems will not be achievable (Pituch & Lee, 2006; McFarland & Hamilton, 2006). Researchers and practitioners alike strive to find answers to the problem by investigating individuals’ decisions on whether or not to adopt e-learning systems that appear to promise substantial benefits (McFarland & Hamilton, 2006; Xu & Yuan, 2009; Venkatesh, Morris, Davis, & Davis, 2003). To this end, studies of user perceptions and of understanding factors involved in promoting effective use of these systems (Mun & Hwang, 2003) have become increasingly essential to improve understanding and prediction of acceptance and utilization (Lau & Woods, 2008). Prior empirical studies strived to explicate the determinants and mechanisms of users’ adoption decisions on the basis of the technology acceptance model (TAM) (Davis, Bagozzi, & Warshaw, 1989; Taylor & Todd, 1995; Venkatesh & Davis, 2000) with the conviction that the adoption process influences successful use of particular technology systems (Karahanna, Straub, & Chervany, 1999; Liao, Palvia, & Chen, 2009).

This study contributes to the TAM literature by examining the relationships between the innovation diffusion theory and TAM variables in the same model. We propose to examine the effects of motivational determinants on TAM constructs using IDT as a background theory. Thus, we employed five factors: relative advantage, compatibility, complexity, trialability and observability as determinants of perceived usefulness (PU), perceived ease of use (PEU) and behavioral intention to use (BI). This empirical study could be useful for developing and testing theories related to e-learning system acceptance, as well as to practitioners for understanding strategies for designing and promoting e-learning systems.
E-learning and TAM

The TAM has been widely used as the theoretical basis for many empirical studies of user technology acceptance and has partially contributed to understanding users’ acceptance of information systems (IS)/information technology (IT) (Taylor & Todd, 1995; Venkatesh & Davis, 2000). Our research shows that many studies focus on the acceptance by students in educational institutions (Chang & Tung, 2008; Pituch & Lee, 2006), but acceptance within organizations is rarely covered, and very few studies have adopted the TAM as a model for explaining the use of an e-learning system designed and provided by organizations. TAM could be useful in predicting end-users’ acceptance of an e-learning system in organizations (Davis et al., 1989; Arbaugh, 2002; Wu, Tsai, Chen, & Wu, 2006); additionally, existing antecedents of the technology acceptance intention in the TAM model do not sufficiently reflect the e-learning system end users’ acceptance within organizations (Ong et al., 2004; Lau & Woods, 2008).

In our model, employees’ PU of the e-learning systems is defined as the perception of degrees of improvement in learning because of adoption of such a system. PEU of the e-learning systems is the users’ perception of the ease of adopting e-learning systems. We made assumptions that the more end-users who perceive usefulness of the e-learning systems within an organization, the more positive their acceptance of e-learning systems, consequently increasing their chances for future usage of the e-learning systems (Arbaugh & Duray, 2002; Pituch & Lee, 2006). Furthermore, technology acceptance is determined by behavioral intention to use (Ajzen & Fishbein, 1980). Therefore, within an organizational context adoption of an e-learning system is a positive function of the intention (BI) to accept the systems.

Theoretical background

Although much research supports the TAM as an excellent model to explain the acceptance of IS/IT, it is questionable whether the model can be applied to analyze every instance of IS/IT adoption and implementation. Many empirical studies recommend integrating TAM with other theories (e.g. IDT, or DeLone & McLean’s IS success model) to cope with rapid changes in IS/IT, and improve specificity and explanatory power (Carter & Belanger, 2005; Legris, Ingham, & Colerette, 2003).

TAM and IDT are similar in some constructs and complement each another to examine the adoption of IS/IT. Researchers indicate that the constructs employed in TAM are fundamentally a subset of perceived innovation characteristics; thus, the integration of these two theories could provide an even stronger model than either standing alone (Wu & Wang, 2005; Chen, Gillenson, & Sherrell, 2002). Past studies integrated the two theories, providing good results (Sigala, Airey, Jones, & Lockwood, 2000; Chen et al, 2002).

This study employs two major theoretical paradigms—the TAM (Gefen, 2004; Talyor & Todd, 1995; Davis et al., 1989) and IDT (Roger, 1995; Moore & Benbasat, 1991). After reviewing literature on technology acceptance, we synthesized the major theories and empirical research, then proposed a model that blended key constructs involved in e-learning system acceptance and intention to use the e-learning systems.

Five constructs of innovative characteristics, PEU, and usefulness and intention to use the e-learning system, were taken from the TAM and IDT. With appropriate modifications, our proposed model could successfully be generalized to acceptance within an organizational context.

The Technology Acceptance Model (TAM)

The TAM was derived to apply to any specific domain of human–computer interactions (Davis et al., 1989). The TAM asserts that two salient beliefs—PU and PEU—determine technology acceptance and are the key antecedents of behavioral intentions to use information technology. The first belief, PU was the degree to which an individual believes that a particular system would enhance job performance within an organizational context (Davis et al., 1989). PEU, the second key belief, was the degree to which an individual believes that using a particular system would be free of effort (Davis et al., 1989). In addition, the model indicated that system usage was indirectly affected by both PEU and PU.
Many researchers have conducted empirical studies to examine the explanatory power of the TAM, which produced relatively consistent results on the acceptance behavior of IT end users (Igbaria, Zinatelli, Cragg, & Cavaye, 1997; Venkatesh & Davis, 2000; Horton, Buck, Waterson, & Clegg, 2001). Researchers have agreed that TAM is valid in predicting the individual acceptance of numerous systems (Chin & Todd, 1995; Segars & Grover, 1993). In summary, TAM provided an explanation of the determinants of technology acceptance that enables explanation of user behavior across a wide scope of end-user information technologies and user populations (Davis et al, 1989).

**Innovation Diffusion Theory (IDT)**

Research on the diffusion of innovation has been widely applied in disciplines such as education, sociology, communication, agriculture, marketing, and information technology, etc (Rogers, 1995; Karahanna, et al., 1999; Agarwal, Sambamurthy, & Stair, 2000). An innovation is “an idea, practice, or object that is perceived as new by an individual or another unit of adoption” (Rogers, 1995, p. 11). Diffusion, on the other hand, is “the process by which an innovation is communicated through certain channels over time among the members of a social system” (Rogers, 1995, p. 5). Therefore, the IDT theory argues that “potential users make decisions to adopt or reject an innovation based on beliefs that they form about the innovation” (Agarwal, 2000, p. 90).

IDT includes five significant innovation characteristics: relative advantage, compatibility, complexity, and trialability and observability. Relative advantage is defined as the degree to which an innovation is considered as being better than the idea it replaced. This construct is found to be one of the best predictors of the adoption of an innovation. Compatibility refers to the degree to which innovation is regarded as being consistent with the potential end-users’ existing values, prior experiences, and needs. Complexity is the end-users’ perceived level of difficulty in understanding innovations and their ease of use. Trialability refers to the degree to which innovations can be tested on a limited basis. Observability is the degree to which the results of innovations can be visible by other people. These characteristics are used to explain end-user adoption of innovations and the decision-making process.

Theoretically, the diffusion of an innovation perspective does not have any explicit relation with the TAM, but both share some key constructs. It was found that the relative advantage construct in IDT is similar to the notion of the PU in TAM, and the complexity construct in IDT captures the PEU in the technology acceptance model, although the sign is the opposite (Moore & Benbasat, 1991). Additionally, in terms of the complexity construct, TAM and IDT propose that the formation of users’ intention is partially determined by how difficult the innovation is to understand or use (Davis, et al., 1989; Rogers, 1995). In other words, the less complex something is to use, the more likely an individual is to accept it. Compatibility is associated with the fit of a technology with prior experiences, while the ability to try and observe are associated with the availability of opportunities for relevant experiences. These constructs relate to prior technology experience or opportunities for experiencing the technology under consideration. Compatibility, and the ability to try and observe can be treated as external variables, which directly affect the constructs in the technology acceptance model. After the initial adoption, the effects of these three constructs could be diminished with continuous experience and reduced over time (Karahanna et al., 1999).

Thus far, numerous studies successfully integrated IDT into TAM to investigate users’ technology acceptance behavior (Hardgrave, Davis, & Riemenschneider, 2003; Wu & Wang, 2005; Chang & Tung, 2008). Few have attempted to examine all IDT characteristics with the integration of TAM. In this research, we improve TAM by combining IDT characteristics, adding compatibility, complexity, relative advantage, and the ability to try and observe as additional research constructs to increase the credibility and effectiveness of the study.

**Research model and hypotheses**

We propose an integrated theoretical framework, which blends TAM and IDT theories. The research model holds that the five innovative characteristics (compatibility, complexity, relative advantage, ability to try and observe) exert an important effect on the employees’ PU, PEU and intention to use e-learning systems. We thus tested the validity and applicability of the proposed model based on the following hypotheses.
Compatibility

Agarwal and Prasad (1999) asserted a positive relationship between an individual’s prior compatible experiences and the new information technology acceptance. They found that the extent of prior experience with similar technologies was positively associated with an ease of use belief about an information technology innovation. Moreover, Chau and Hu (2001) reported that the effect of compatibility was found to be significant only in relation to PU. Later, Wu and Wang (2005) and Chang and Tung (2008a) confirmed that compatibility had a significant positive and direct effect on PU and the behavioral intention. Likewise, prior studies have investigated compatibility from different aspects, resulting in support for its impact on PU, PEU and intention to use (Hardgrave et al., 2003). Based upon the preceding research, the following hypotheses were proposed:

H1-1: Compatibility had a positive effect on PU of the e-learning system.
H1-2: Compatibility had a positive effect on PEU of the e-learning system.
H1-3: Compatibility had a positive effect on behavioral intention to use the e-learning system.

Complexity

Empirical studies provided evidence indicating that complexity had a significantly negative effect on the intention to use (Shih, 2007; Lee, 2007). Additionally, a negative relationship between complexity and PU was also revealed in a study conducted by Hardgrave, et al. (2003). Similarly, empirical research has also shown that the more complex the end users perceived the e-learning system as being, the lower the users’ intention to use the system (Lin, 2006). Thus, based on the aforementioned studies, we proposed the following hypotheses:

H2-1: Complexity negatively affected PU of the e-learning system.
H2-2: Complexity negatively affected PEU of the e-learning system.
H2-3: Complexity negatively affected behavioral intention to use the e-learning system.

Relative advantages

Research consistently found that the perceived relative advantages positively affected the users’ intention to use the system across different participants (Shih, 2007; Lee, 2007). However, in TAM and IDT research, the relationships among relative advantages, PU, and PEU had seldom been studied with the only one study revealed that when the users perceived higher relative advantages, they perceived a higher level of usefulness of the systems. Accordingly, we hypothesized:

H3-1: The relative advantages had a positive effect on PU of the e-learning system.
H3-2: The relative advantages had a positive effect on PEU of the e-learning system.
H3-3: The relative advantages had a positive effect on behavioral intentions to use the e-learning system.

Observability

Using different methodologies and involving different participants from many fields, some studies found that observability had a positive impact on the users’ attitude toward the system and intention to use the system (Lee, 2007). Also in line with previous studies combining TAM and IDT, when the employees perceived the systems as being easier to be observed or described, they tended to perceive the systems more useful and easier to use (Huang 2004; Yang, 2007). Therefore, we proposed that observability would have a positive effect on PU, PEU, and behavioral intention to use the e-learning system. The following hypotheses tested these assumptions:

H4-1: Observability had a positive effect on PU of the e-learning system.
H4-2: Observability had a positive effect on PEU of the e-learning system.
H4-3: Observability had a positive effect on behavioral intention to use the e-learning system.
Trialability

Some studies have empirically tested in understanding the association between trialability and the intention to use the system (Lee, 2007). They found that trialability had a positive effect on the intention to use the system. However, limited research has been conducted to investigate the relationship among trialability, PU, PEU, and behavioral intentions to use the systems. There was only one research reported that when the users perceived higher trialability, they perceived higher levels of usefulness, and ease of use of the system (Yang, 2007). Accordingly, we tested the following hypotheses:

**H5-1:** Trialability had a positive effect on PU of the e-learning system.  
**H5-2:** Trialability had a positive effect on PEU of the e-learning system.  
**H5-3:** Trialability had a positive effect on behavioral intention to use the e-learning system.

PEU

PEU is the degree to which an individual believes that using a particular system would be free of effort (Davis et al., 1989). Information system researchers have indicated that PEU has a positive effect on the end-users’ behavioral intention and PU to use the systems (Chin & Todd, 1995). Thus, we hypothesized:

**H6-1:** PEU had a positive effect on the PU of the e-learning system.

PU

PU is the degree to which an individual believes that a particular system would enhance his or her job performance within an organizational context (Davis et al., 1989). Information system researchers have investigated TAM, and asserted that PU was valid in predicting the individual’s acceptance of various systems (Venkatesh & Davis, 2000). Previous studies discovered that PU positively affected the users’ behavioral intention to use systems (Chin & Todd, 1995). Therefore, we hypothesized:

**H6-2:** PU will have a positive effect on the behavioral intention to use the e-learning system.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Number</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>260</td>
<td>47.1</td>
</tr>
<tr>
<td>Male</td>
<td>292</td>
<td>52.9</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;29</td>
<td>320</td>
<td>58.0</td>
</tr>
<tr>
<td>30-39</td>
<td>155</td>
<td>28.1</td>
</tr>
<tr>
<td>40-49</td>
<td>49</td>
<td>8.9</td>
</tr>
<tr>
<td>&gt;50</td>
<td>28</td>
<td>5.1</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>13</td>
<td>2.4</td>
</tr>
<tr>
<td>College/University degree</td>
<td>308</td>
<td>55.8</td>
</tr>
<tr>
<td>Master degree</td>
<td>224</td>
<td>40.6</td>
</tr>
<tr>
<td>Doctoral degree</td>
<td>7</td>
<td>1.3</td>
</tr>
<tr>
<td><strong>Experience with computers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>120</td>
<td>21.7</td>
</tr>
<tr>
<td>1 to 3 years</td>
<td>173</td>
<td>31.3</td>
</tr>
<tr>
<td>3 to 6 years</td>
<td>83</td>
<td>15.0</td>
</tr>
<tr>
<td>6 to 9 years</td>
<td>54</td>
<td>9.8</td>
</tr>
<tr>
<td>&gt;9 years</td>
<td>122</td>
<td>22.1</td>
</tr>
</tbody>
</table>

*Table 1: Demographics of the respondents*
Research methodology

The subjects and the procedure

This study utilized a web-based and mailed survey to collect data for quantitative testing of the research model. Because of the lack of a reliable sampling frame, it proved difficult to conduct a random sampling for all the end-users in the organizations using e-learning systems in Taiwan. Thus, in this study we adopted a non-random sampling technique (i.e. convenience sampling) to collect the sample data. To generalize results, we gathered sample data from the five largest e-learning systems using industries (Chan, 2005), including manufacturing, finance, marketing and service, information technology, and government agencies in Taiwan, and randomly selected 15 firms that provide an e-learning training system for employees (three in each industry). Of the 736 mailed and electronic questionnaires, 566 were completed and returned. Sample demographic information is depicted in Table 1.

Measures

To ensure content validity of the scales, the items chosen for the constructs were adapted from previous research to ensure content validity. The questionnaire consisted of three parts. The first part was based on nominal scales and the rest are 5-point Likert scales. Part 1 of the questionnaire was based on IDT including compatibility (CPA), complexity (CPL), relative advantages (ADV), observability (OB), and trialability (TRI). The above items were adapted from the previous studies (Davis et al., 1989; Moore & Benbasat, 1991; Taylor & Todd, 1995; Karahanna et al., 1999), containing 18 items.

Part 2 of the questionnaire was based on the constructs of PU, PEU, BI in the TAM model and was adapted from the measurement defined by Davis et al. (1989) and Venkatesh & Davis (2000), containing 12 items for the above constructs. Part 3 of the questionnaire was to collect the interviewees’ basic demographic data, such as gender, educational level, work experience, prior experience using computers, etc.

![Figure 1. Proposed research model.](image-url)
Results

Instrument validation

Two confirmatory factor analyses (CFA) were computed using AMOS 6.0 to test the measurement models. The model-fit measures were used to assess the model’s overall goodness of fit ($\chi^2 / df$, GFI, NFI, CFI, RMSEA) and values all exceeded their respective common acceptance levels (Hair, Black, Babin, Anderson, & Tatham, 2006). This showed that the measurement model exhibited a fairly good fit with the collected data (Table 2).

<table>
<thead>
<tr>
<th>Goodness-of-fit measure</th>
<th>Recommended value</th>
<th>Endogenous measurement model</th>
<th>Exogenous measurement model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2 / df$</td>
<td>$\leq 3.00$</td>
<td>1.764</td>
<td>1.977</td>
</tr>
<tr>
<td>GFI</td>
<td>$\geq 0.90$</td>
<td>0.979</td>
<td>0.958</td>
</tr>
<tr>
<td>AGFI</td>
<td>$\geq 0.90$</td>
<td>0.960</td>
<td>0.936</td>
</tr>
<tr>
<td>NFI</td>
<td>$\geq 0.90$</td>
<td>0.967</td>
<td>0.967</td>
</tr>
<tr>
<td>CFI</td>
<td>$\geq 0.90$</td>
<td>0.983</td>
<td>0.983</td>
</tr>
<tr>
<td>RMSEA</td>
<td>$\leq 0.05$</td>
<td>0.037</td>
<td>0.042</td>
</tr>
</tbody>
</table>

Table 2: Fit indices for endogenous and exogenous measurement models

### Table 3: Convergent validity

<table>
<thead>
<tr>
<th>Constructs/Factors</th>
<th>Indicators</th>
<th>Standardized loadings (&gt;$0.707$)</th>
<th>Reliability ($R^2$) (&gt;0.50)</th>
<th>Composite reliability (&gt;0.70)</th>
<th>Average variance extracted (&gt;0.50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPA</td>
<td>CPA1</td>
<td>.807</td>
<td>.652</td>
<td>.849</td>
<td>.585</td>
</tr>
<tr>
<td></td>
<td>CPA2</td>
<td>.720</td>
<td>.518</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPA3</td>
<td>.791</td>
<td>.626</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPA4</td>
<td>.739</td>
<td>.547</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPL</td>
<td>CPL1</td>
<td>.854</td>
<td>.730</td>
<td>.906</td>
<td>.764</td>
</tr>
<tr>
<td></td>
<td>CPL2</td>
<td>.918</td>
<td>.842</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CPL3</td>
<td>.848</td>
<td>.719</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADV</td>
<td>ADV1</td>
<td>.777</td>
<td>.604</td>
<td>.926</td>
<td>.716</td>
</tr>
<tr>
<td></td>
<td>ADV2</td>
<td>.812</td>
<td>.660</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ADV3</td>
<td>.876</td>
<td>.768</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ADV4</td>
<td>.905</td>
<td>.819</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>ADV5</td>
<td>.854</td>
<td>.729</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OB</td>
<td>OB1</td>
<td>.744</td>
<td>.554</td>
<td>.857</td>
<td>.670</td>
</tr>
<tr>
<td></td>
<td>OB2</td>
<td>.953</td>
<td>.908</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>OB3</td>
<td>.740</td>
<td>.547</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRI</td>
<td>TRI1</td>
<td>.790</td>
<td>.624</td>
<td>.827</td>
<td>.615</td>
</tr>
<tr>
<td></td>
<td>TRI2</td>
<td>.838</td>
<td>.703</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>TRI3</td>
<td>.720</td>
<td>.518</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PU</td>
<td>PU1</td>
<td>.847</td>
<td>.717</td>
<td>.854</td>
<td>.663</td>
</tr>
<tr>
<td></td>
<td>PU2</td>
<td>.870</td>
<td>.757</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PU3</td>
<td>.717</td>
<td>.514</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEU</td>
<td>PEU2</td>
<td>.769</td>
<td>.591</td>
<td>.841</td>
<td>.570</td>
</tr>
<tr>
<td></td>
<td>PEU3</td>
<td>.766</td>
<td>.587</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PEU4</td>
<td>.703</td>
<td>.494</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BI</td>
<td>BI1</td>
<td>.675</td>
<td>.456</td>
<td>.915</td>
<td>.686</td>
</tr>
<tr>
<td></td>
<td>BI2</td>
<td>.773</td>
<td>.598</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BI3</td>
<td>.935</td>
<td>.874</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BI4</td>
<td>.879</td>
<td>.773</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>BI5</td>
<td>.854</td>
<td>.729</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Convergent validity of scale items was estimated by reliability, composite reliability, and average variance extracted (Fornell & Larcker, 1981). The standardized CFA loadings for all scale items exceeded the minimum loading criterion of 0.70, and the composite reliabilities of all factors also exceeded the recommended 0.70 level. In addition,
the average variance-extracted values were all above the threshold value of 0.50 (Hair, et al., 2006). Hence all three conditions for convergent validity were met for the four measurement models (See Table 3).

Discriminant validity was obtained by comparing the shared variance between factors with the average variance extracted from the individual factors (Fornell & Larcker, 1981). This analysis showed that the shared variances between factors were less than the average variance extracted for the individual factors. Hence, discriminant validity was assured (see Table 4). To sum up, the four measurement models reached satisfactory levels of reliability, convergent validity and discriminant validity.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Interconstruct correlations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BI</td>
</tr>
<tr>
<td>BI</td>
<td>0.828</td>
</tr>
<tr>
<td>PU</td>
<td>0.353</td>
</tr>
<tr>
<td>PEU</td>
<td>0.286</td>
</tr>
<tr>
<td>CPA</td>
<td>0.466</td>
</tr>
<tr>
<td>CPL</td>
<td>0.180</td>
</tr>
<tr>
<td>ADV</td>
<td>0.368</td>
</tr>
<tr>
<td>OB</td>
<td>0.138</td>
</tr>
<tr>
<td>TRI</td>
<td>0.228</td>
</tr>
</tbody>
</table>

Note. Diagonals represent the square root of average variance extracted, and the other matrix entries are the factor correlation.

Structural model estimation and hypotheses testing

Descriptive statistics

The means and standard deviations for all constructs were determined and were displayed in Table 5. The highest mean of 3.56 was for the trialability, while the lowest mean for complexity was 2.30 on a scale of 1 to 5. The means for PU, PEU and behavioral intention were 3.79, 3.73, and 3.62, respectively.

<table>
<thead>
<tr>
<th>Construct (# Items)</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>BI (six items)</td>
<td>3.62</td>
<td>.774</td>
</tr>
<tr>
<td>PU (five items)</td>
<td>3.79</td>
<td>.708</td>
</tr>
<tr>
<td>PEU (four items)</td>
<td>3.73</td>
<td>.709</td>
</tr>
<tr>
<td>CPA (four items)</td>
<td>3.54</td>
<td>.808</td>
</tr>
<tr>
<td>CPL (three items)</td>
<td>2.30</td>
<td>.769</td>
</tr>
<tr>
<td>RA (five items)</td>
<td>3.46</td>
<td>.794</td>
</tr>
<tr>
<td>OB (three items)</td>
<td>3.39</td>
<td>.930</td>
</tr>
<tr>
<td>TRI (three items)</td>
<td>3.56</td>
<td>.794</td>
</tr>
</tbody>
</table>

Structural equation modeling (SEM)

SEM was performed to test the fit between the research model (Figure 1) and the obtained data. This technique was chosen for its ability to simultaneously examine a series of dependence relationships, especially when there were direct and indirect effects among the constructs within the model (Hair, et al., 2006). The first step in interpreting SEM results includes reviewing fit indices, which provide evidence on how well the fit is between the data and the proposed structural model. If the model fits the data well enough, a second step involves reviewing the feasibility of each path in the model by examining whether the weights are statistically significant and practically significant. Practical significance is evaluated on the basis of whether the effect size estimation (the $R^2$) regarding a given path in the models is large enough.
In this study, Amos 6.0 was employed and the SEM estimation procedure was a maximum likelihood estimation. A similar set of fit indices was used to examine the structural model. Comparison of all fit indices with their corresponding recommended values provided evidence of a good model fit ($\chi^2$/df = 1.42, GFI = 0.95, AGFI = 0.93, CFI = 0.99, RMR = 0.02, and RMSEA = 0.03). The next step in the data analysis was to examine the significance and strength of hypothesized relationships in the research model. The results of the analysis of the structural model, including path coefficients, path significances, and variance explained ($R^2$ values) for each dependent variable presented in Figure 2.

Figure 2 showed the resulting path coefficients of the proposed research model. Overall, fourteen out of seventeen hypotheses were supported by the data. Three endogenous variables were tested in the model. The results showed that PU significantly influenced BI ($\beta$ = 0.267, $P$ < 0.001), supporting hypothesis H6-2. PEU was found to be significant in influencing PU ($\beta$ = 0.38, $P$ < 0.001), supporting hypotheses H6-1. Furthermore, PU was significantly influenced by two exogenous factors: CPA ($\beta$ = 0.33, $P$ < 0.001) and ADV ($\beta$ = 0.25, $P$ < 0.001) which support hypotheses H1-1 and H3-1. CPL ($\beta$ = 0.20, $P$ < 0.01) and TRI ($\beta$ = -0.099, $P$ < 0.01) which also significantly influenced PU. However, the effect was in contrast to what was hypothesized (H2-1 and H5-1). PEU was found to be significantly influenced by three exogenous factors: CPL ($\beta$ = -0.64, $P$ < 0.001), ADV ($\beta$ = 0.21, $P$ < 0.001), and TRI ($\beta$ = 0.09, $P$ < 0.001), supporting hypotheses H2-2, H3-2, and H5-2, respectively. Thus H1-2 and H4-2 were not supported. BI was significant influenced by all five exogenous variables: CPA ($\beta$ = 0.23, $P$ < 0.001), CPL ($\beta$ = 0.13, $P$ < 0.001), ADV ($\beta$ = 0.13, $P$ < 0.05), OB ($\beta$ = 0.08, $P$ < 0.05), and TRI ($\beta$ = 0.13, $P$ < 0.05). Therefore, hypotheses H1-3, H2-3, H3-3, H4-3, and H5-3 were supported.

PU was found to be significantly determined by six variables (CPA, CPL, ADV, OB, TRI, and PEU), resulting in an $R^2$ of 0.42. This meant that the above variables accounted for 42% of variance in PU. Likewise, PEU was found to be significantly determined by five exogenous variables (CPA, CPL, ADV, OB, and TRI), resulting in an $R^2$ of 0.64. This meant that the above exogenous variables explained for 64% of variance in PEU. BI was significantly determined by CPA, CPL, ADV, OB, TRI, and PU, resulting in an $R^2$ of 0.51. In other words, the variables described above explained 51% of the variance of BI. A summary of the hypotheses testing results is shown in Table 6.

Figure 2. Path test of the research model
Table 6: Hypotheses testing results

<table>
<thead>
<tr>
<th>Hypotheses</th>
<th>Path</th>
<th>Direction</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1-1</td>
<td>CPA → PU</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H1-2</td>
<td>CPA → PEU</td>
<td>Negative</td>
<td>Not supported</td>
</tr>
<tr>
<td>H1-3</td>
<td>CPA → BI</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H2-1</td>
<td>CPL → PU</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H2-2</td>
<td>CPL → PEU</td>
<td>Negative</td>
<td>Supported</td>
</tr>
<tr>
<td>H2-3</td>
<td>CPL → BI</td>
<td>Negative</td>
<td>Supported</td>
</tr>
<tr>
<td>H3-1</td>
<td>ADV → PU</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H3-2</td>
<td>ADV → PEU</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H3-3</td>
<td>ADV → BI</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H4-1</td>
<td>OB → PU</td>
<td>Positive</td>
<td>Not supported</td>
</tr>
<tr>
<td>H4-2</td>
<td>OB → PEU</td>
<td>Positive</td>
<td>Not supported</td>
</tr>
<tr>
<td>H4-3</td>
<td>OB → BI</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H5-1</td>
<td>TRI → PU</td>
<td>Negative</td>
<td>Supported</td>
</tr>
<tr>
<td>H5-2</td>
<td>TRI → PEU</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H5-3</td>
<td>TRI → BI</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H6-1</td>
<td>PEU → PU</td>
<td>Positive</td>
<td>Supported</td>
</tr>
<tr>
<td>H6-2</td>
<td>PU → BI</td>
<td>Positive</td>
<td>Supported</td>
</tr>
</tbody>
</table>

Discussion

The research purpose was to develop a new hybrid technology acceptance model by combining TAM with IDT to explore the factors affecting employees’ behavioral intentions to use the e-learning systems in organizations. This study was a pioneering effort in applying IDT into a TAM model. Based on our proposed model, we explored the relationships among five innovative characteristics with the PEU, the PU, and intention to use and the relationship between usefulness with employees’ intention to use the e-learning systems. Overall, the results confirmed the research model and the hypotheses.

The results were consistent with previous studies showing that compatibility and relative advantages had significant positive effects on PU. It could be implied that prior to the employees’ decision to use the e-learning systems, they tended to evaluate whether the e-learning systems could meet their job needs or be relevant to their job. If they perceived that the e-learning systems could meet their job needs, then they were likely to consider the e-learning systems to be useful. On the other hand, when the users regarded the e-learning systems as being better than the traditional training techniques or other approaches, they may perceive the e-learning systems to be more useful (Chang & Tung, 2008; Wu & Wang, 2005).

Secondly, contrary to the previous studies (Lee, 2007; Hardgrave, et al., 2003), our results showed that complexity had a significant positive effect on PU. We argued that when the e-learning systems were perceived to be of higher complexity, the employees tended to perceive higher usefulness of the e-learning systems. Although the employees felt great difficulty in operating the systems, they believed that e-learning systems helped improve their job performances. For those employees who considered e-learning systems to be simple, easy to understand or operate, they may not necessarily regard e-learning systems to be helpful to promote their job performance. Given these conflicting results, more research remained to be done to explore the relationship between these two constructs.

This study results also indicated that observability had no significant effect on PU, which was inconsistent with prior studies (Huang, 2004; Yang, 2007). The possible reason was that although the e-learning users could observe other individuals’ use of e-learning systems and had an impression of how to operate them, they perceived the e-learning systems to be less useful in facilitating their job performances. Further rigorous follow-up studies should be conducted to investigate the precise role of observability in this area.

Moreover, the results suggested that trialability had a significant negative effect on PU. Specifically, the higher the trialability, the lower the PU would be. However, the test results were incongruent with the previous findings.
Our results strongly supported the hypothesis that complexity had a significant negative effect on PEU. In addition, the relative advantages and trialability had significant positive impacts on PEU. These results were consistent with previous research findings (Yang, 2007; Hardgrave et al., 2003). We uncovered that the employees would perceive the e-learning systems with unease, when they felt it was complex and difficult to operate. It implied that if the employees believed that the e-learning system could promote their job performances, they tended to think e-learning systems were easy to use. Additionally, when the employees had more opportunities to try the e-learning systems, they were more likely to view them as being easier to use. Hence, to enhance the perception of ease of use, the e-learning system developers should design the systems to be user-friendly and relevant to the employees’ jobs. The managers should provide employees with organizational support for trying out e-learning systems.

Compatibility and observability had no significant effects on PEU and was consistent with previous research (Lin, 2006). This was inconsistent with the results from Huang (2004) and Yang (2007). Due to the mixed results, further investigation should individually examine the effects of specific innovative characteristics on PEU in various contexts of e-learning systems.

This study found that compatibility, complexity, relative advantages, observability, and trialability had significant effects on the employees’ behavioral intention of using e-learning systems. These findings supported existing research that there existed strong relationships among the five innovative characteristics and the behavioral intention (Chang & Tung, 2008; Wu & Wang, 2005; Hardgrave et al., 2003). In order to promote the employees’ intention to use the e-learning systems, e-learning systems designers should pay attention to the development of innovative characteristics and content of e-learning systems for potential users.

As prior research demonstrated, we found that the TAM appeared to provide researchers a theoretically sound and parsimonious model which can be used to predict the employees’ behavioral intention to use the e-learning systems. According to TAM, PU and PEU had a significant positive and direct effect on the behavioral intention (BI) to use the e-learning systems. Such was the case in this study; the e-learning systems users thought that the higher PU resulted in a higher behavioral intention to use the e-learning systems. This study also indicated that PEU had a positive direct effect on PU. These findings echoed what Venkatesh & Davis, 2000) found in their study.

Furthermore, these findings supported existing research that found a strong relationship between PEU and PU, as originally proposed by Davis et al. (1989). If the e-learning systems are perceived as easy to use, employees may perceive them as useful. With the agreement of previous studies, both usefulness and ease of use were believed to be important factors in determining the acceptance of e-learning systems.

**Limitations, suggestions and implications**

Despite the careful attention to research methodology, improvements can be made in future studies in the following areas. Firstly, although the findings provided meaningful insights for the use of e-learning systems in organizational contexts, there may be a potential research bias in the sampling method due to the selection of a sample of willing respondents. To compensate for this drawback, future research should be conducted to test the proposed model using a random sampling approach. Furthermore, the study data were collected from the self-reported instrument. In fact, there could be a difference between what the participants responded to and what they actually did in terms of actual use of the e-learning systems. Hence, other methods of data collection (i.e. interviews and focus groups) and appropriate qualitative analyses should be conducted to provide a holistic understanding of the results of the current study. Next, this study was cross-sectional and not longitudinal. Therefore, it was uncertain whether the e-learning systems acceptance and usage behaviors were influenced by the individuals’ expectations. Additionally, an individual’s perceptions change over time when they gain more experience (Venkatesh & Davis, 2000; Venkatesh et al, 2003). Therefore, longitudinal research should be conducted to evaluate the validity of the proposed model and our findings.

The importance of the five innovative characteristics in affecting behavioral intention had several implications for researchers and practitioners. Firstly, TAM can be used as a cost-effective measurement to effectively predict the future use of e-learning systems. Secondly, according to the innovation diffusion theory (Rogers, 1995), adoption is not a snapshot and one-time decision, but rather a continuously staged process that can be investigated and boosted (Leonard-Barton, 1988). Potential users must first learn about the innovative tool and be persuaded to try it out
before they decide whether to adopt it. Therefore, this study suggested that well-designed trainings should be provided for the employees to familiarize themselves with the fundamental knowledge about how to use the e-learning systems as well as the trial opportunities to build a better understanding in the operational functions. The trainers’ frequent demonstration of the use of e-learning systems help the employees form positive beliefs and attitudes, which in turn influences their behavioral intention and actual use of e-learning systems. As such, trainers should introduce and describe the benefits of e-learning systems and their relevance to their job performances. Additionally, trainers and system designers of e-learning systems should carefully consider the needs of e-learning system users and ensure that the e-learning systems effectively meet their job needs and demands.

Conclusions

This study has validated TAM and IDT in the organizational context and provided a further understanding into the employees’ possible perceptions about the use of e-learning systems. The contribution of this study to e-learning acceptance research was discussed. While the merits of the TAM were manifested, the findings of this study provided greater insights when analyzing users’ acceptance and adoption of e-learning systems. As a result, we proposed that the combination of TAM and IDT models could offer better overall results.

Furthermore, our findings suggested that system developers, designers, and institutional purchasers of e-learning systems carefully consider the needs of employees and ensure that selected systems effectively meet these demands. The five innovative characteristics with e-learning systems could be important determinants of user adoption of e-learning systems.
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ABSTRACT

Computer-supported learning and knowledge building play an increasing role in online collaboration. This paper outlines some theories concerning the interplay between individual processes of learning and collaborative processes of knowledge building. In particular, it describes the co-evolution model that attempts to examine processes of learning and knowledge building by working on wikis. We report an experimental study that aimed at testing some predictions of this model empirically. The results support the assumption that accommodative knowledge building and a development of conceptual knowledge takes place particularly when there is incongruity at a medium level between people’s knowledge and the information contained in a digital artefact. In contrast, assimilative knowledge building and the development of factual knowledge depends largely on people’s prior knowledge. Concluding, the consequences of these findings on educational uses of wikis are discussed.
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Introduction

In the last few years, various technologies and tools have been developed that provide opportunities for computer-supported knowledge exchange (Cress, Kimmerle, & Hesse, 2006; Kimmerle, Cress, & Hesse, 2007), as well as for computer-assisted learning and collaborative knowledge building (Bryant, 2006). Technologies that support people in communicating, interacting, and collaborating in large communities are referred to as “social software” (cf. Kolbitisch & Maurer, 2006). The collaborative development of knowledge that is enabled by social software illustrates quite nicely what Scardamalia and Bereiter (1994, 1996, 2003) describe in their theory of knowledge building. Knowledge building in the web is virtually scaled up from smaller groups (e.g., a class or a team in an organization) to large communities of users. Wikipedia, the Online Encyclopaedia, is one of the most frequently cited examples of this phenomenon (cf. Baytiyeh & Pfaffman, 2010; Goldspink, 2010): 13.8 million registered and many other unregistered users have contributed more than 3.5 million articles to the English version of the Wikipedia (figures of January 2011). This success story of social software on the Internet has convinced many people to apply social-software tools in educational contexts as well (Evans, 2008; Fessakis, Tatsis, & Dimitracopoulou, 2008; Kim, 2008). It is assumed that social software has a great potential in the context of learning and knowledge building, both in formal and informal learning situations (Bryant, 2006; Parker & Chao, 2007; Wang & Turner, 2004).

Wikis are particularly interesting for learning purposes (Reinhold, 2006; Shih, Tseng, & Yang, 2008; Wang & Turner, 2004; Yukawa, 2006). Wikis may be characterized as collections of websites on intranets or the Internet. Such websites cannot only be read by users, but may also be edited by any participant (Leuf & Cunningham, 2001). In a wiki, people may generate content and link it to other content, using hyperlinks. Users are allowed to change text, insert new text, or even delete the whole text of a wiki or parts of it. In this way, a community of wiki users can work together in order to create one shared digital artefact. Thus, working on a wiki enables a collaborative development of knowledge (Köhler & Fuchs-Kittowski, 2005) and leads to knowledge building as the creation of new and innovative knowledge. Users can use a wiki to share their knowledge, create a joint artefact, discuss and integrate different opinions, develop innovative ideas. This may, at the same time, lead to individual learning. Thus, wikis may be considered as powerful tools for learning and knowledge building in educational contexts.

The initial enthusiasm has settled down, however. Some practitioners report on the pitfalls of social software in educational contexts (cf. Cole, 2009). Often, students use wikis as a read-only-source. They will not change any content and seem not to be motivated to construct knowledge together with others. It seems that the success of a real social web (e.g., Wikipedia) cannot directly be transferred into classroom (Forte & Bruckman, 2006). Using wikis in
educational contexts will not *per se* lead to learning and knowledge building. So the main issue of this paper is to examine the process of individual learning and collaborative knowledge building with wikis and specify the circumstances under which these processes may be successful. The first part of the paper gives a short survey of psychological and educational approaches that are helpful to understand individual learning and collaborative knowledge building with wikis. In the second part of the paper, we report on an experimental study that focused on incongruity between the knowledge of individuals and the information contained in a wiki, as an important trigger for processes of learning and knowledge building. The final part of the paper aims at integrating theoretical assumptions and empirical results, and suggests further implication for the use of wikis and other social software in educational contexts.

**Individual learning and collaborative knowledge building**

When looking at theories and research about computer-supported collaborative learning and knowledge building (cf. Tsiatsos, Andreas, & Pomportsis, 2010), it is noticeable that we often find two categories of theoretical approaches: on the one hand, theories that primarily deal with individual results of learning processes, and, on the other hand, theories that are mainly interested in collective processes. What is needed, however, to really understand learning and knowledge building with social software is theories or models that look in more depth into the interplay between the individual and group level of learning. We will now present some of these approaches that aim at examining both levels and their interplay.

*Knowledge building* as a theoretical term (Hewitt & Scardamalia, 1998; Scardamalia, 2002; Scardamalia & Bereiter, 2003) describes the creation of new knowledge and innovative ideas as a socio-cultural process that takes place within a community. It aims at creating “… something of value to the community – theories, explanations, problem formulations, interpretations, and so on, which become public property that is helpful in understanding the world …” (Scardamalia & Bereiter, 1999, p. 276). The term knowledge building refers to the collective creation of public knowledge. This collective effort is in the main focus of that theory. This approach is aware that a collective is composed of individuals, but the main focus is on what occurs within the community. The group is considered as more than an assemblage of individual people. From this perspective, individual learning is always considered as well, but the main interest is not directed onto this process. Individual learning is, so to speak, rather a by-product of the constructive process of collective knowledge building.

The *knowledge creation* model (Nonaka, 1994; Nonaka & Takeuchi, 1995; Nonaka & Toyama, 2003) considers knowledge dissemination as the aim of any knowledge organization. In this model, however, most of the knowledge that exists in an organization is part of the experience of individuals; it is tacit knowledge (Polanyi, 1966). This tacit knowledge can hardly be expressed verbally and transferred to others without own experience. The authors describe a dynamic process of socialisation, externalization, combination, and internalization that is necessary to share tacit knowledge.

Another approach that tries to combine the perspectives of individual learning and collaborative knowledge building is *group cognition* (Stahl, 2006, 2009). Its focus is on interaction between individuals and the group. In this theory, learning is constituted in a context of interaction with others, and small groups of learner are considered as the engines of knowledge construction. A shared digital artefact serves as mediator between individual knowledge and knowledge of the group, and it is a tool for knowledge construction at the same time.

*Activity theory* (Engeström, 1987, 1990, 2001) puts learning in a cultural context. Individuals use cultural artefacts such as tools, symbols, or language to solve problems and fulfil tasks. Activity theory is interested in cognitive competences of individuals, but it assumes that it does not make much sense to consider individuals as isolated entities, because human cognition and learning are always part of a society or community, based on interaction between individuals and some (cultural and social) context. Therefore, human cognition should always be considered as socially embedded and its analysis needs to take this aspect into account. Various other theories have focused on this aspect of cultural, situational, or physical context of individual learning, e.g., the *distributed cognition* approach (Hutchins, 1995a, 1995b), the *situated cognition* approach (Greeno, 1998), and the concept of *embodied cognition* (Clark, 1997; Gibbs, 2006).
What becomes clear from this short survey is that it is widely accepted that we have to consider three dimensions in this context: cognitive processes of individuals, social processes inside a community, and interaction between individuals and a community. The theories presented here are very heterogeneous, and they were originally not developed for research on wikis. Research on learning and knowledge building in the social web requires a theoretical framework that considers these seminal theories, but that focuses on the tight conjunction between individual learning and collaborative knowledge building and that permits, at the same time, the formulation of concrete hypotheses about conditions for successful learning and knowledge building with wikis. In the following, we will present a model that is, in our opinion, suitable for that purpose.

The co-evolution model

The co-evolution model by Cress and Kimmerle (2007, 2008; Kimmerle, Cress, & Held, 2010) aims at describing and explaining how individual learning and collaborative knowledge building with social software – with wikis in particular – may take place (cf. also Kimmerle, Moskaliuk, Cress, & Thiel, 2011). This model adopts a systems-theoretical perspective by referring to the work of Luhmann (1990, 2006). It differentiates between the cognitive systems of users and the social system established by the wiki community. These systems differ in their mode of operation: whereas cognitive systems are based on cognitive processes (thinking, reasoning, consciousness), social systems operate via communication (Luhmann, 1995). In order to describe processes of individual learning in the cognitive systems of individuals, Cress and Kimmerle borrowed some ideas from Piaget’s model of equilibration (Piaget, 1970, 1977). In addition, they take up Piaget’s considerations and translate them into processes that occur within social systems in order to describe collaborative knowledge building.

Piaget’s model of equilibration (1985) assumes that people take up new information from the environment and integrate it into their existing knowledge. If new information is not in line with prior knowledge, this will lead to cognitive conflicts. Individuals have two options to deal with such cognitive conflicts: in simple terms, they may either assimilate new information or accommodate their existing knowledge. In the process of assimilation, people utilize their prior knowledge, as it is, in order to understand the new information. Accommodation, however, is a process in which people modify their existing knowledge as a result of handling new information. So in this accommodation process, individuals will qualitatively change their prior knowledge, not only assimilate additional information into their existing knowledge.

Cress and Kimmerle (2007, 2008) suppose that accommodation and assimilation will not only occur in cognitive systems, but also in social systems. In the case of wikis, assimilation is characterized by purely adding information, without explicitly connecting it to any previously existing information. The organization of the wiki remains unaffected; the wiki simply “assimilates” this new information. Accommodation is characterised by re-arranging the existing information in that wiki. This is the case, for example, when sections are rewritten, the arrangement of pages is re-organized, or previously existing and new information are combined and incorporated into each other (cf. also Majchrzak, Wagner, & Yates, 2006). This leads to four processes of individual learning and collaborative knowledge building: assimilative learning, accommodative learning, assimilative knowledge building and accommodative knowledge building.

This model integrates individual and collaborative aspects. It describes individual learning as internalization of information from the social system into the cognitive system, and collaborative knowledge building as externalization of individual knowledge from the cognitive system into the social system. These two systems are not independent, but influence each other (Kimmerle, Moskaliuk, Harrer, & Cress, 2010). Their development is a mutual progress, a co-evolution. Besides, the co-evolution model specifies the conditions under which individual learning and collaborative knowledge building may take place. The authors states that incongruities between people’s knowledge and the information contained in a wiki can lead to cognitive conflicts in the sense of Piaget. They specify their assumption by saying that the extent of incongruities has an impact on the extent of the cognitive conflict, which in turn affects learning and knowledge building. Incongruities at a medium level are supposed to be particularly conducive to both individual learning and collaborative knowledge building.

The benefit of the co-evolution model is the fact that it offers an integrative point of view and considers cognitive and social systems at the same time. Apart from that, it specifies the configuration of both systems that leads to an
increase of individual learning and collaborative knowledge building at the same time. The experimental study that we present in the following section will examine these aspects and test the predictions of the model.

Experimental study

Moskaliuk, Kimmerle, and Cress (2009) were able to demonstrate in their study that incongruities at a medium level do indeed support individual learning and collaborative knowledge building to a higher extent than high or low incongruities. This study worked with participants who were supplied with a high level of prior knowledge, and the authors operationalized incongruities by making their participants work on wikis that were either completely filled with information (low incongruity), half-filled with information (medium incongruity), or completely empty (high incongruity).

Concerning assimilative knowledge building, Moskaliuk et al. (2009) found an equally high level in the medium- and the high-incongruity condition. This is not surprising, because in both conditions participants had enough room to write things down. In the low-incongruity condition, however, with a virtually full wiki, they did not have this opportunity. Despite the fact that participants in the medium-incongruity condition did not add more words to the wiki (assimilative knowledge building) than in the high-incongruity condition, there was still more accommodative knowledge building, and participants also learned more (developed more factual and more conceptual knowledge).

The authors concluded that simply writing down many words will not necessarily lead to more learning. What is more important in this context is the opportunity to link one’s own knowledge to existing information (in the wiki), which is not the case in the low- and the high-incongruity conditions. In order to be able to link one’s own knowledge to existing information, there has to be a certain degree of agreement between knowledge (in the individuals’ minds) and information (in the wiki), but this agreement should not be exhaustive. In the study by Moskaliuk et al. (2009), participants had the opportunity to externalize their own knowledge (except for the low-incongruity condition). The results of this experiment suggest that some opportunities should exist to externalize one’s own knowledge, and that this is an important precondition for learning and knowledge building.

The question arises, however, what will happen in such a knowledge-building situation if this opportunity for externalizing one’s own knowledge is extremely reduced? We assume that people will then still develop conceptual knowledge and participate in accommodative knowledge building – as long as there is a sufficient “overlap” between individual and collective knowledge, as it is the case with medium incongruity. This is because in such a situation people have the opportunity to elaborate on their prior knowledge, as it will be stimulated and inspired by novel input. These processes are supposed to lead to improved understanding. The same is true for information in the wiki, which is also challenged and stimulated in this process, and this, in turn, may also lead to qualitative improvement.

Assimilative processes, however, are supposed to be primarily depending on people’s individual prior knowledge: if they only have little prior knowledge, they will hardly be able to add new information to a wiki (assimilative knowledge building), and if they know a great deal in advance, they will still possess more factual knowledge afterwards. These considerations lead to concrete hypotheses that will be presented in detail in the next paragraph. Subsequently, we will describe how we managed to remove the opportunity to externalize one’s own knowledge in the study reported here.

Hypotheses

In our opinion, the superiority of a medium degree of incongruity between people’s knowledge and information contained in a wiki refers particularly to accommodative processes. The impact of incongruity on assimilative processes, however, is supposed to depend on the respective operationalization of incongruity. In order to examine these specifying assumptions and come to more differentiated conclusions, we conducted a pivotal modification compared to the study by Moskaliuk et al. (2009): we decided not to keep the individuals’ prior knowledge constant (it was kept at a constantly high level in that study) and vary the information in the wiki, but instead operationalize incongruity the other way round: information in the wiki was kept constant (at a high level) and people’s prior knowledge varied (Figure 1).
Hypothesis 1. We expect the lowest degree of assimilative knowledge building in the high-incongruity condition (if people have no prior knowledge, it will be very difficult for them to write down anything). In more concrete terms, we expect more assimilative knowledge building in the medium-incongruity condition than in the high-incongruity condition (Hypothesis 1a). And we expect more assimilative knowledge building in the low- than in the high-incongruity condition (Hypothesis 1b).

Hypothesis 2. We expect the highest degree of accommodative knowledge building in the medium-incongruity condition, because this situation is most suitable when the point is to dispute and challenge existing information, i.e. when it comes to processes which are supposed to lead to qualitative improvement of that information. In more concrete terms, we expect more accommodative knowledge building in the medium- than in the low-incongruity condition (Hypothesis 2a). And we expect more accommodative knowledge building in the medium- than in the high-incongruity condition (Hypothesis 2b).

Hypothesis 3. We expect that people will possess more factual knowledge, the higher their respective knowledge was in the first place (i.e. the more facts they were familiar with in advance). In more concrete terms, we expect people to develop more factual knowledge in the low- than in the medium-incongruity condition (Hypothesis 3a). And we expect people to develop more factual knowledge in the medium- than in the high-incongruity condition (Hypothesis 3b).

Hypothesis 4. We expect that people will develop more conceptual knowledge in the medium-incongruity condition, because this condition is supposed to be optimal for elaborating on prior knowledge and gaining new insights. In more concrete terms, we expect that people will develop more conceptual knowledge in the medium- than in the low-incongruity condition (Hypothesis 4a). And we expect that people will develop more conceptual knowledge in the medium- than in the high-incongruity condition (Hypothesis 4b).

Method

In order to test these hypotheses empirically we performed an experimental study under controlled laboratory conditions. In this section, we will describe the experimental setting, the procedure adopted, and the measures that were applied.

Experimental setting. The experiment was conducted in groups with five to ten participants. Going through the complete experiment took about two hours. The wiki was introduced to the participants as a real wiki about Clinical Psychology, currently under development in order to inform patients or other interested people. The participants were made to believe that the other participants had to deal with a different part of the same wiki, i.e., on a different topic (paranoia, depression...), but in fact, each participant worked, independently from the others, with the same simulation of a wiki page (with faked prior versions, faked previous authors, faked edit dates) on the “causes of schizophrenia”. We used nearly the same experimental material as in the study of Moskaliuk et al. (2009): eight different arguments (four “social” and four “biological” arguments) were used to build the wiki page about causes of schizophrenia.
schizophrenia – Moskaliuk et al. (2009) had used ten arguments; apart from social and biological arguments they had also used two integrative arguments. We decided to omit these integrative arguments, because we wanted participants to arrive at an integrative approach on their own, because we think that this is a very good indicator of accommodation (see below). The eight arguments were the same in all conditions, keeping the information in the wiki constant. In order to manipulate incongruity between prior knowledge and information in the wiki, participants in the different experimental conditions received a different number of short texts in the look-and-feel of scientific newsletters before they started working on the wiki. Each newsletter text contained one argument (either social or biological). These newsletters dealt with the same eight arguments that were also part of the wiki page, but they were complemented by additional information that was irrelevant to the significance of the argument.

Participants in the low-incongruity condition received all eight newsletters in order to guarantee high prior knowledge. Participants in the medium-incongruity condition received either four newsletters with social arguments on causes of schizophrenia or four newsletters with biological arguments (in order to take into account potential qualitative differences between the social and the biological arguments, we provided two versions of the medium-incongruity condition). Participants in the high-incongruity condition received no newsletters. Consequently, their prior knowledge was low. Figure 1 shows the three experimental conditions.

Procedure. We used mobile computers for presenting two questionnaires (at the beginning and end of the experiment), for the instructions, and for a short tutorial that introduced the handling of the wiki. Before the participants started working on the wiki, they received the newsletters (except in the high-incongruity condition). The time that participants could spend reading the newsletters (learning phase) was determined, depending on the condition that they had been assigned to (see below).

Measures. Corresponding to the four processes of learning and knowledge building, there were four different dependent variables. For measuring modifications in the wiki, we made a log-file analysis for each participant, to compare the initial version of the wiki page to the last version at the end of the experiment. To measure assimilative knowledge building, we counted the number of words that participants had added to the wiki text. In order to measure accommodative knowledge building, we developed an index as follows: we counted those phrases that participants either used to refer to interaction between social and biological causes of schizophrenia (integrative arguments) or which they used to connect arguments (e.g., “on the one hand … on the other hand”, “in contrast”, “however”).

To measure factual knowledge about causes of schizophrenia (in the post-experimental questionnaire), we used the multiple choice test from Moskaliuk et al. (2009) with statements about the causes of schizophrenia. To measure conceptual knowledge, we asked participants to provide the best argument to explain why schizophrenia occurs. Their answers were rated by experts to distinguish between different levels of conceptual knowledge. An answer that contained a simple explanation (biological or social) was rated with one point. Two points were assigned when participants named both biological and social causes. They received three points if they pointed out to some kind of interaction between social and biological factors. And participants received four points if they were able to explain that it is external stress (social) that can uncover an inherent (biological) vulnerability. The number of points attained was taken to represent the degree of conceptual knowledge.

Experimental design. The experiment represented a between-subjects design with incongruity as between-subjects factor with three levels (low vs. medium vs. high). To distinguish clearly between the conditions, we varied the time that participants were able to spend on the development of prior knowledge by reading the scientific newsletters. In the low-incongruity condition they had 20 minutes (for eight newsletters); in the medium-incongruity condition they had 10 minutes (for four newsletters). Participants in the high-incongruity condition were not supposed to have any prior knowledge, so they were not given any learning time before working on the wiki. Assimilative and accommodative knowledge building as well as development of factual and conceptual knowledge served as dependent variables.

Participants. This study was carried out with 72 participants. 55 of these were women, 17 men. Their mean age was 22.06 years (SD=3.48). The participants were students from a local university. Students of Psychology were not allowed to participate, because of their potential prior knowledge on schizophrenia. The participants were randomly assigned to one of the experimental conditions. 25 participants were assigned to the low-, 25 to the medium-, and 22 to the high-incongruity condition.
Results

In order to test the hypotheses, we conducted independent sample t-tests for comparing the experimental conditions for each dependent variable.

H1a assumed more assimilative knowledge building in the medium- than in the high-incongruity condition. The data supported this hypothesis: $t(44)=4.78$, $p<.01$, $d=1.46$. There was more assimilative knowledge building in the medium-incongruity condition: $M_{\text{med}}=84.00$ ($SD=64.92$) vs. $M_{\text{high}}=11.71$ ($SD=26.09$).

H1b assumed more assimilative knowledge building in the low- than in the high-incongruity condition. The data supported this hypothesis: $t(43)=5.21$, $p<.01$, $d=1.59$. There was more assimilative knowledge building in the low-incongruity condition: $M_{\text{low}}=89.00$ ($SD=63.38$) vs. $M_{\text{high}}=11.71$ ($SD=26.09$).

H2a assumed more accommodative knowledge building in the medium- than in the low-incongruity condition. The data supported this hypothesis: $t(47)=3.55$, $p<.01$, $d=1.02$. There was more accommodative knowledge building in the medium-incongruity condition: $M_{\text{med}}=2.04$ ($SD=1.79$) vs. $M_{\text{low}}=0.58$ ($SD=0.93$).

H2b assumed more accommodative knowledge building in the medium- than in the high-incongruity condition. This hypothesis was also supported: $t(44)=4.36$, $p<.01$, $d=1.34$. There was more accommodative knowledge building in the medium-incongruity condition: $M_{\text{med}}=2.04$ ($SD=1.79$) vs. $M_{\text{high}}=0.29$ ($SD=0.46$). Figure 2 presents the results of H2.

![Figure 2. Accommodative knowledge building in the three conditions (means and standard deviations)](image)

H3a assumed that people would possess more factual knowledge in the low- than in the medium-incongruity condition. The data supported this hypothesis: $t(48)=1.69$, $p=.05$, $d=0.48$. Participants in the low-incongruity condition had more factual knowledge: $M_{\text{low}}=14.72$ ($SD=2.01$) vs. $M_{\text{med}}=13.68$ ($SD=2.34$).

H3b assumed more factual knowledge in the medium- than in the high-incongruity condition. The data supported this hypothesis: $t(45)=2.31$, $p=.01$, $d=0.67$. Participants in the medium-incongruity condition possessed significantly more factual knowledge: $M_{\text{high}}=11.82$ ($SD=3.17$) vs. $M_{\text{med}}=13.68$ ($SD=2.34$).

H4a assumed that people would develop more conceptual knowledge in the medium- than in the low-incongruity condition. The data tended to support this hypothesis; this is, however, only a marginal effect: $t(48)=1.34$, $p=.09$, $d=0.38$. Participants in the medium-incongruity condition tended to develop more conceptual knowledge: $M_{\text{low}}=1.20$ ($SD=0.65$) vs. $M_{\text{med}}=1.48$ ($SD=0.82$).

H4b assumed more conceptual knowledge in the medium- than in the high-incongruity condition. The data supported this hypothesis: $t(45)=2.07$, $p=.02$, $d=0.61$. Participants in the medium-incongruity condition developed significantly more conceptual knowledge: $M_{\text{high}}=1.05$ ($SD=0.58$) vs. $M_{\text{med}}=1.48$ ($SD=0.82$). Figure 3 shows the results of H4.
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Discussion

The results of this study show a higher extent of assimilative knowledge building in the low- and in the medium-incongruity condition than in the high-incongruity condition. Moreover, individuals possessed more factual knowledge in the low- than in the medium-incongruity condition and more factual knowledge in the medium- than in the high-incongruity condition. As expected, participants possessed, after the experiment, the more factual knowledge the higher their prior knowledge had been in the first place. These results are not too surprising and arise predominantly from the way incongruity was operationalized in this study: there is a simple linear relationship between the quantity of available learning material and the availability of factual knowledge.

But as far as accommodative processes are concerned, the results are rather revealing: in the medium-incongruity condition, more accommodative knowledge building occurred than in the other two conditions. And we found that people developed more conceptual knowledge in the medium-incongruity condition than in the low- and the high-incongruity condition (even though the difference between medium and low was only marginally significant). What is important here is the finding that people participated more in accommodative knowledge building and developed more conceptual knowledge in the case of medium incongruity; this cannot be explained with the length of learning time: allocating more learning time did not lead to a greater extent of accommodative knowledge building and development of conceptual knowledge. The relevant factor here is incongruity between information in the wiki and the individuals’ knowledge, and the results indicate clearly that a medium level of this incongruity is particularly conducive to knowledge building and individual learning in terms of quality.

As compared to the study by Moskaliuk et al (2009), the present study aimed specifically at enabling processes of internalization of knowledge. In the high-incongruity condition, participants were able, while working on the wiki, to internalize all arguments from the wiki. In the medium-incongruity condition, it was only possible to internalize those parts of the arguments that had not previously been available in the newsletters. In the low-incongruity condition, participants found no new information in the wiki and would hardly have been able to develop any new knowledge by working on the wiki.

The experimental manipulation of opportunities for the internalization of knowledge had the consequence that opportunities provided for externalization were very low in all three conditions, because the wiki contained all the relevant information and participants could practically only add minor details. So this study is a mirror-inverted replica of the study by Moskaliuk et al. (2009), where opportunities for internalization were kept constantly low in all three conditions and those provided for externalization of knowledge were manipulated. Participants in this study had received all newsletters in all three conditions (low, medium, and high incongruity) and it was the different degrees of completeness of the wiki that made the difference between the three conditions. A comparison of the
results of the present study with the results from Moskaliuk et al. (2009) supports the assumption that it is mainly construction processes of externalization that act as catalysts of knowledge development.

To sum up, the experiment reported here support the assumptions of the model by Cress and Kimmerle (2008). Although in all experimental conditions users always had access to all information – it was only distributed differently between the newsletters and the wiki – the experimental conditions differed, in line with theory, in the extent to which they facilitated learning and knowledge building.

Conclusion

What are the implications of these findings for the use of wikis in educational contexts? Based on our own research and the theoretical approaches discussed in the first section of the paper, we can point out that an integrative point of view is essential to understand learning and knowledge building. We have to focus on the individual and individual learning processes on the one hand, as well as on the group or community and its knowledge-building processes on the other. In schools and universities often only individual achievement is considered. In other contexts (e.g., in enterprises or in a scientific community), however, knowledge is very often built jointly. So a broader understanding of learning and knowledge building needs both perspectives.

It is necessary to specify these processes of learning and knowledge building. The co-evolution model presented here describes accommodation and assimilation as two ways of integrating own knowledge and new information in a wiki. Besides, the model postulates that medium incongruity between one’s own knowledge and new information leads to a greater cognitive conflict than low and high incongruity and to a greater extent of learning and knowledge building in terms of quality.

Concerning the use of wikis in educational contexts, we would like to make some practical suggestions (even though we are aware that a transfer of findings from laboratory studies to real world contexts will always need to be handled with care):

- One factor that triggers learning and knowledge building is the interaction between a person’s individual knowledge and new information in the environment. A central catalyst here is a perceived cognitive conflict that may lead to accommodation and assimilation. So educators should allow cognitive conflicts. They should provide educational settings in which such conflicts may occur and may actively be solved by learners.
- So educators need to find an adequate level of incongruity. Starting with an empty wiki disables the possibility of linking one’s own knowledge to available content, and a complete wiki with all relevant information may demotivate students from participating. A partly filled, but still incomplete wiki provides the opportunity to consider new information, but still add one’s own knowledge, settle controversies, and integrate different positions.
- Educators need to specify their learning goals. Working with a wiki seems to have a lower impact on the development of factual knowledge and assimilative knowledge building than on the development of conceptual knowledge and accommodative knowledge building. If the aim is merely to impart facts, then wikis are not necessarily the first choice. But if the goal is to discuss and integrate different aspects of one topic, or to develop mutual understanding of complex issues, a wiki seems to be an appropriate tool.

A conclusion of the theoretical background and the study reported here is that wikis seem to be suitable instruments to encourage and facilitate processes of individual learning and collaborative knowledge building at the same time. Wikis are more than a piece of software technology – they stand for a constructivist view on learning, one that defines knowledge building as a socio-cognitive process between individuals and groups. So, this tool and the underlying principles (cf. Moskaliuk & Kimmerle, 2009) may be used on a broader scale, both in informal and institutionalized learning arrangements. The underlying theoretical paradigm, however, cannot only be applied to wikis. It may also be transferred to situations in which people deal with other types of shared digital artefacts. We conclude that it is an adequate approach to consider both the processes in the cognitive systems of individuals and in the social system in order to understand individual learning, collaborative knowledge building, and their interplay – regardless of which particular social software tool people may use.
Acknowledgments

The first author of this paper is indebted to the LANDESSTIFTUNG Baden-Württemberg (Königstr. 46, 70173 Stuttgart, Germany) for financial support of this research project by the Eliteprogramme for Postdocs.

References


A Constructivist Approach for Digital Learning: Malaysian Schools Case Study

Waleed H. Sultan, Peter Charles Woods and Ah-Choo Koo
Faculty of Creative Multimedia, Multimedia University, Cyberjaya 63100, Malaysia // waleedsultan@hotmail.com // p.woods@mmu.edu.my // ackoo@mmu.edu.my

ABSTRACT
The purpose of this study was to investigate the influences of Constructivist Learning Environments (CLEs) through the use of laptops supported within 1:1 e-learning education in Malaysian schools. The main objectives of this study were to investigate (a) different possible gaps between constructivist theory and classroom practices in Malaysian schools, (b) success, if any, of the classroom students who would undertake Classmate PC (CMPC) classroom putting while into practice a constructivist approach to learning, and (c) develop a conceptual framework model based on students’ communication in a constructivist learning environment. Yet, (d) there is a strong need to address Constructivist Learning Environments (CLEs) practices on local Malaysian settings. A modified Constructivist E-Learning Environment Questionnaire (CLEQ) survey used in this study was multiply regressed against student Perceived Learning Outcomes (PRCVD). Findings revealed different aspects of students’ learning outcomes and enforcement to use creative thinking in building students’ knowledge within constructivism learning context.
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Introduction
Recent research concerning classroom learning environment has focused on assessment and improvement of learning within the context of Constructivist Learning Environments (CLEs) (Aldridge, Barry, Peter, & Chung-Chih, 2000; Taylor & Cox, 1997; Taylor, Fraser, & White, 1994). A constructivist approach views knowledge as constructed by and embedded in each learner, not something "outside" a learner (Lund & Tannehill, 2010). Learning is not only an “idiosyncratic experience”, but it is influenced by social and interaction process. In this study, the researcher attempted to measure the factors of CLEs that might have influenced the “communication between students” and “their learning outcomes”. Measure of the factors influencing CLEs in this study was modified from the original version of the study conducted by (Taylor, Fraser, & White, 1994) to suit Malaysian students’ age and maturity based on their educational level (age 8-13 years). This study provides an instrument validation for assessing students’ preferences toward CLEs and identifies and measures students’ perception from five different factors pre-identified from previous research.

Background of the study, ICT initiative in Malaysia school education
The concept of Information & Communication technology (ICT) comes as a part of the Malaysian Information Technology (IT) agenda that exposes all field players starting from students, teachers, administrators and parents to fully utilize IT in every aspect of education at the administrative and classroom levels. School classrooms in this program feature such technology-enablers as laptops personal computers, multimedia computer laboratories, video conferencing systems and high-speed Internet connections. This is done by providing each student with a laptop, providing teacher training to promote project based learning as well as principal training on ICT implementation and development plan.

Related literature
The below sections reviewed related literature to the conceptual framework of the study (Figure 1). Students’ perceived e-learning outcomes is mediated by a complex interaction of variables which are: (a) E-Learning resources that needed to link pedagogical curriculum and learning process in the educational environment, (b) a contribution of CLEs dimensions expected to expose students’ different activities and engagement in meaningful interactions, (c) possible contribution of different barriers or dilemmas towards integrating CLE such as conceptual, pedagogical, cultural, and political barriers, and (d) students’ learning outcome which derived from students’ achievements and include classroom activities and performance, academic achievement, and student understanding.
A conceptual framework of this study is based on the integration of different learning theories. Constructivism states that learning takes place in contexts, and that learners form or construct much of what they learn and understand as a function of their experiences in situation (Schunk, 2000). Individuals in an e-learning environment based on constructivist views are forced to use creative thinking to build their knowledge base (Woo, et al., 2007) for meaningful interpretation and reflection of knowledge. (Fosnot, 1996; Schunk, 2008) asserts knowledge is physically constructed by learners who are involved in active learning. This active learning and authentic tasks requires occasionally minimal guidance to enhance student learning and motivation to transfer what is learned to novel problems encountered elsewhere by reducing student cognitive load during tasks (Kirschner, Sweller, & Clark, 2006). Many scholars prefer direct instructions practices in regard to constructivist-based guidance as effectiveness learning strategy (Klahr, 2005; Kolb, et al., 2007).

The constructivist paradigm views the ‘context’ in which learning occurs as central to the activity of learning itself, and this has proved to be a useful theory for designing and developing e-learning programs (McMahon, 2007). Contextualizing learners’ existing knowledge to facilitate the process of new learning experiences is deemed crucial. As Zajda (2004) asserts, cultural and social capital is a crucial dimension in understanding educational processes and academic achievement. In addition, “different social classes maintain different or even antagonistic relations to culture, depending on the conditions in which they acquired their cultural capital and the markets in which they derive most profit from it.” (p. 84). Moreover, Bennett & Desforges (1988) state that a critical factor underlying unsuccessful task implementation is a lack of alignment between a task and students' prior knowledge, interests, and motivation. It is argued that “the interpretation of knowledge is dependent upon the cultural and social context through which the knowledge is constructed.” (Hung, 2001).

**Conceptual framework**

Figure (1) shows the conceptual framework for the study that has been developed from literature review. The interactive effects of a large number of variables or concepts and a review of appropriate contextualized methodologies have been also demonstrated. It posits that the students’ perceived e-learning outcomes is mediated by a complex interaction of constructivism learning environment factors, learning environment, 1:1 e-learning resources, learning environment barriers.

![Figure 1: Operational and theoretical definitions of the main research concepts. Adapted from (Taylor, Fraser, & Fisher, 1997; Windschitl, 2002)](image)
E-learning resources

In this study, the term ‘e-learning resources’ refers to learning premises and platforms that include technology enablers such as laptops, multimedia, CD-ROMs, and Internet resources. E-learning resources can give students authentic as well as up-to-date information that is not necessarily available in textbooks. Generally, e-learning resources are useful as they represent a collection of cultural and scientific knowledge accumulated over the years (Yeo, 2008). Moreover, this type of resource can be useful to students because it can foster their learning and their critical thinking, their ability to make connections between different concepts, and bridge the gap between their theoretical and practical knowledge (Palmer, 2007). Despite this, availability of resources does not lead to automatic learning improvement; in fact, productive use of resources can be difficult to achieve (Bera & Liu, 2006).

In Malaysian MOE-INTEL schools, teachers have access to an e-learning system design based on a selected pedagogical model which enables them to make use of the learning resources in a form which is appropriate to the learning goals and the particular learning styles of the students (Granic & Cukusic, 2007). Constructivist theory emphasizes the need for student-centred learning rather than teacher-centred learning (Kelsey, 2007; Young & Maxwell, 2007). Constructivist e-learning emphasizes that there are several learning activities and development programmes for students. This could be clearly in the deployment of online resources such as online information and communication resources that are useful for effective learning activity (Paurelle, 2003). The practical implication of making online resources available to students is to link students’ knowledge to other useful online resources and facilitating the learners’ journey of discovery and acquisition of new knowledge. Communication resources such as discussion boards enable learners to participate in collaborative learning with other students and with educators. Students can share ideas at anytime from anywhere through the online course.

Constructivist Learning Environments Dimensions

CLEs are technology-based in which students are expected to expose different activities and engagement in meaningful interactions (Jonasson, 1999). Students in CLEs should be provided with opportunities to negotiate ideas, conduct inquiry, and reflect their thoughts towards enhancing their cognitive and metacognitive outcomes. Taylor and his colleagues (1994, 1996) had conducted several CLEs studies a related to the measure of CLEs. It is believed that, the ICT tools such as 1:1 learning resources and its institutional approaches can bring and concretize the ideas of the Constructivist Learning Environments as mentioned by different scholars (Taylor, Fraser, 1991; Johnson & McClure, 2000; McClure & Gatlin, 2007). These factors are described as follows:

1. Personal relevancy of the students is important in the sense that it concerns with the connectedness of school [experiences] to students’ out-of-school experiences, and on making use of students' everyday experiences as a meaningful context for the development of students’ knowledge. As (Selvi 2007) asserted “Science curriculum must be developed based on student and society needs, scientific and technological developments in the field of science and educational science.”.

2. Student uncertainty involves the extent to which opportunities are provided for students to experience scientific knowledge as arising from theory-dependent inquiry involving human experience and values, and as evolving, non-foundational, and culturally and socially determined. Abma & Widdershoven, (2006) stated “Central feature of dialogue are openness, respect, inclusion and engagement.”, while a great enhancement in scientific literacy is the explicit goal of science educators (von Aufschnaiter, Erduran et al. 2008).

3. Critical voice of the students involves the extent to which a social climate has been established in which students feel that it is legitimate and beneficial to question the teacher's pedagogical plans and methods, and to express concerns about any impediments to their learning and find room and other ways of knowing. This is clearly argued as Moore, (2006) asserted “students’ voices when critically reflect how they viewed their instructional practices can help to affirm students’ to engage and contribute to positive changes in the classroom.”

4. Students’ shared control concerns students being invited to share with their teacher controlling of the learning environments in a sense of articulation of learning goals, design and management of learning practices, and the determination and application of assessment criteria. Earlier, Vygotsky (1978) stated “through practical activity a child constructs meaning on an intrapersonal level, while speech connects this meaning with the interpersonal world shared by the child and her/his culture”. The greater perceived control offered by shared control will
reveal positive effects on students’ motivation and reveals higher learning outcomes leading to higher performance (Moores & Chang, 2009).

5. The concept of students’ negotiation is one of the most influential perspectives that directly affect students’ knowledge, ideas, attitudes, and values when these students interact to each other’s (Vygotsky, 1978). Students’ negotiation considered as a key element in building classroom learning environment (Davis, 2006). A constructivist approach to learning is based on the idea that the learner constructs his or her own knowledge through negotiation of meaning (Hand, Treagust et al. 1997), which will confirms the need for cognitive performance of students in classroom is related to their interaction (Taylor and Cox 1997; Barron, Kemker et al. 2003). (Smith, Maclin et al. 2000).

Barriers of integrating constructivist learning environment in classroom

The school is considered to be a component of society. Yet, possible emerging pedagogies could be integrated in the public domain through schools. Schools now require teachers to place great concerns that related to communication skills, paths of students’ personal learning, and student self-evaluation. Constructivism in practice may be defined as multi-interactions of different activities and contexts of teaching that bind together students, teachers, administrators and community as all of them participate in pedagogy.

Within schools’ settings, different aspects might work against practicing applications of the theoretical ideals of constructivism. These barriers could include: (1) conceptual barriers which arise when there is a need to acquire new dimensions of instructional expertise that “are rooted in teachers’ attempts to understand the philosophical, psychological, and epistemological underpinnings of constructivism;” (2) pedagogical barriers which arise from the need for teachers to develop more complex approaches to designing instructional materials that constructivist learning and the constructivist curriculum require because this necessitates that teachers work hard, concentrate more and embrace larger pedagogical responsibilities (Cohen & Educational Resources Information, 1988); (3) cultural barriers which emerge in the constructivist classroom involving teachers and students and which require an understanding of the norms and values necessary to accommodate the constructivist approach as it’s crucial to understand and consider multidimensional cultural realities in school before implementing curriculum and pedagogical proposals (Zajda, 2004); and (4) political barriers which are associated with resistance from various environments outside the school and which require teachers to deal with. In the same vein, the constructivist 1:1 learning practice endorse a complicated concerns binds policy makers, teachers, students, and parents of students as they all participate in reforming the concept of teaching in general, and teaching for understanding in particular, in the school setting.

Learning Outcomes

Learning outcomes is the measurable cognitive dimension that occurs through the learning process. Students’ cognitive processes refer to “students learning skills, critical thinking, high-order cognitive process, problem-solving capability, knowledge and skills in the key learning areas and the ability to transfer knowledge or skill.” Also, “the affective domain includes attitudes, motivation and goal structures, and self-perceptions of ability or skill that include self-concept, self-esteem and self-efficacy”. Initial learning goals are set by the instructor, but students have the chance to reflect learning that matches their individual interest (Driscoll, 2005; Johnson, 2000). Similarly, different measures could be used to measure affective student’s outcomes in a constructivist learning as: “self-report measures”, “classroom observations” and “analysis of student performance data”. Some researchers (e.g. Hase, 2000; Woo & Kimmick, 2000) argue that the quality of learning materials is an important factor influencing the learning outcomes of students. It should be pointed out, however, that measuring students’ learning outcomes is beyond the scope of this study.

Research hypotheses

The hypotheses for this study are based on CLEs conceptual framework and the measures as described above:
H1: Students’ ‘Personal relevance’ understanding of constructivist practices using e-learning resources is positively related to their ‘Perceived e-learning outcome’.

H2: Students’ ‘Uncertainty’ understanding of constructivist practices using e-learning resources is positively related to their ‘Perceived e-learning outcome’.

H3: Students’ ‘Critical voice’ understanding of constructivist practices using e-learning resources is positively related to their ‘Perceived e-learning outcome’.

H4: Students’ ‘Shared control’ understanding of constructivist practices using e-learning resources is positively related to their ‘Perceived e-learning outcome’.

H5: ‘Student negotiation’ understanding of constructivist practices using e-learning resources is positively related to their ‘Perceived e-learning outcome’.

**Research Method**

**Overview**

The study used quantitative research methods. The purpose of quantitative research is to describe phenomena numerically and to answer specific research questions. The aim of this study was to assess students’ perceptions of their classroom experiences with 1:1 learning of computing and their understanding of the dimensions of Constructivist Learning Environments (CLEs) identified in this study. The study elicited data from Malaysian students from MOE-Intel schools which were utilizing in 1:1 learning resources through the introduction of Intel classmate PC (CMPC) program. A new Malaysia-version of the Constructivist Learning Environment Questionnaire (CLEQ) was developed to provide researchers or teachers with important information that could help improve the quality of the teaching and learning process. The internal consistency of CLEQ was examined using Cronbach’s Alpha values (Table 1). Constructivist Learning environment (CLE) factors (“Personal relevance”, “Uncertainty”, “Critical voice”, “Shared control”, and “Students’ Negotiation”) was multiply regressed against student perceived learning outcomes (PRCVD) to identify level of classroom practices in a constructivist learning environment.

**Methods and sample**

The population of this study was Malaysian students who utilizing in 1:1 learning resources through the introduction of Intel classmate PC (CMPC) program. The questionnaire survey contains demographic questions and different parts of evaluations segmented as: (a) an evaluation of students’ personal relevance of e-learning, (b) their uncertainty of science subjects, (c) their experience to speak out, (d) their shared control, (e) their learning negotiation, and (f) their assessments of perceived e-learning outcomes. In general, seven high schools and three primary schools were chosen by Malaysian MOE as a 1st phase to apply 1:1 e-learning Project (MOE report, 2007). Target students for this study were computer literate; able to speak in English; had exposure to different e-
learning resources; and able to access Internet. In addition, classroom is equipped with Wi-Fi connection; students’ seats were allocated to facilitate groups’ discussion, and equipped with small laptop for each student named Classmate PC (CMPC). From 10 selected schools of 10 different states, a total of 304 out of 608 students were randomly selected to participate in ‘Constructivism Learning Environment Questionnaire (CLEQ) survey. After cleaning the data, this resulted in 291 usable questionnaires. Thus, 96% usable responses rate was achieved.

Analysis of the measurement of the constructs

The construction of CLEs Model was accomplished among several stages: (a) exploratory list of terms identified as: relevancy, uncertainty, critical voice, shared control, and student negotiation, (b) content validity which had been employed by careful selection of dimensions based on related literature revision and suggested methods for constructs and scale development obtained from pretested studies (Churchill, 1978, 1999), (c) construct validity with implementing discriminant validity that showed correlation among constructs are less than 0.9. (Hair et al., 2006), and convergent validity that, all items had loadings higher than 0.40. Further, convergent validity was ensured with Composite Reliability (CR) of 0.92 and an average variance extracted (AVE) of 0.53 (Hair et al., 2006). (d) Consistency reliability has been evaluated by computing the Cronbach’s alpha coefficients for each scale (Table 1). All six of the subscales possess internal reliability of alpha greater than .70. The Kaiser-Meyer-Olkin (KMO) value is .805, and Bartlett's Test of Sphericity indicates that the significance level (sig) for Sphericity (2263.059) for the six-item correlation matrix is highly significant (p<.001). The significance value is p< .05, which confirms that this data is suitable for Factor Analysis. (Table 1). Factor loadings of each measurement-item and their corresponding components were generated (Table 1).

<table>
<thead>
<tr>
<th>Kaiser-Meyer-Olkin Measure of Sampling Adequacy</th>
<th>Bartlett's Test of Sphericity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Approx. Chi-Square</td>
</tr>
<tr>
<td></td>
<td>df</td>
</tr>
<tr>
<td></td>
<td>Sig.</td>
</tr>
<tr>
<td>0.805</td>
<td>2263.059</td>
</tr>
<tr>
<td>276</td>
<td>.000</td>
</tr>
</tbody>
</table>

From Table: 2, all factors-items has a loadings and a cut-off point of 0.40 and no significant cross loadings criteria were identified (Hair et al., 2006; Tabachnick & Fidell, 2000). This will further suggest that, CLEs confirms six factors corresponding to (RELV, UNCER, CRTVC, SHRCONT, NEGOT, and PRCVD).

Table 1: KMO & Bartlett's Test

Table 2: CLEs list of terms, Loadings, CA and AVE (Adapted from Taylor, Fraser, 1991; Johnson & McClure, 2000; McClure & Gatin, 2007)

<table>
<thead>
<tr>
<th>Learning about the world (relevancy)</th>
<th>Loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA = .740 AVE = .566</td>
<td></td>
</tr>
<tr>
<td>A.1.1 1. The things I learn are relevant to me.</td>
<td>.840</td>
</tr>
<tr>
<td>A.1.2 2. I am enjoying of new ways of learning when I am studying.</td>
<td>.823</td>
</tr>
<tr>
<td>A.1.3 3. The things that I learn about are relevant to my current and/or future educational environment(s).</td>
<td>.663</td>
</tr>
<tr>
<td>A.1.4 4. I learn things that are a part of my-out-school life.</td>
<td>.455</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Learning about research process (uncertainty)</th>
<th>Loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA = .731 AVE = .555</td>
<td></td>
</tr>
<tr>
<td>B.1.1 5. I learn that classroom activities cannot always provide clear answers to problems.</td>
<td>.788</td>
</tr>
<tr>
<td>B.1.2 6. I learn that modern science is different from the science of long ago.</td>
<td>.788</td>
</tr>
<tr>
<td>B.1.3 7. I learn that classroom activities can be influenced by people’s experiences, opinions, and values.</td>
<td>.698</td>
</tr>
<tr>
<td>B.1.4 8. I learn that classroom activities are a way to seek better answers and generate new questions.</td>
<td>.688</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Learning to speak out (critical voice)</th>
<th>Loadings</th>
</tr>
</thead>
<tbody>
<tr>
<td>CA = .764 AVE = .585</td>
<td></td>
</tr>
<tr>
<td>C.1.1 9. I feel safe questioning what or how I am being taught.</td>
<td>.782</td>
</tr>
<tr>
<td>C.1.2 10. I feel I learn better when I am allowed to question what or how I am being taught.</td>
<td>.777</td>
</tr>
<tr>
<td>C.1.3 11. It’s OK for me to ask my teacher for clarification about activities that are confusing.</td>
<td>.749</td>
</tr>
<tr>
<td>C.1.4 12. My teacher encourages me to ask questions to clarify ideas, or to deepen my</td>
<td>.704</td>
</tr>
</tbody>
</table>
Learning to learn (shared control)

<table>
<thead>
<tr>
<th>CA</th>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.765</td>
<td>D.1.1 I help to plan what I am going to learn.</td>
<td>.858</td>
</tr>
<tr>
<td></td>
<td>D.1.2 I help to decide how well I am learning.</td>
<td>.835</td>
</tr>
<tr>
<td></td>
<td>D.1.3 I help to decide which activities work best for me.</td>
<td>.755</td>
</tr>
<tr>
<td></td>
<td>D.1.4 I let the teacher know when I need more or less time to complete assignments.</td>
<td>.533</td>
</tr>
<tr>
<td>AVE=</td>
<td>0.800</td>
<td></td>
</tr>
</tbody>
</table>

Learning to Share (Student negotiation)

<table>
<thead>
<tr>
<th>CA</th>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.750</td>
<td>E.1.1 I Talk with other students about how to solve problems.</td>
<td>.878</td>
</tr>
<tr>
<td></td>
<td>E.1.2 I ask other students to explain their ideas.</td>
<td>.781</td>
</tr>
<tr>
<td></td>
<td>E.1.3 I am asked by other students to explain my ideas.</td>
<td>.687</td>
</tr>
<tr>
<td></td>
<td>E.1.4 My teacher encourages me to raise issues and ask questions with other students in order to clarify and inform our thinking.</td>
<td>.569</td>
</tr>
<tr>
<td>AVE=</td>
<td>0.573</td>
<td></td>
</tr>
</tbody>
</table>

Perceived E-Learning Outcome (Student Experience)

<table>
<thead>
<tr>
<th>CA</th>
<th>Item</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.767</td>
<td>F.1.1 Using the e-learning resources improved my critical thinking</td>
<td>.853</td>
</tr>
<tr>
<td></td>
<td>F.1.2 The e-learning resources help me understand the subject contents more in-depth</td>
<td>.820</td>
</tr>
<tr>
<td></td>
<td>F.1.3 I enjoy using different learning modes to learn.</td>
<td>.810</td>
</tr>
<tr>
<td></td>
<td>F.1.4 The e-learning resources help me understand the subject contents quicker.</td>
<td>.513</td>
</tr>
<tr>
<td>AVE=</td>
<td>0.60</td>
<td></td>
</tr>
</tbody>
</table>

Note: CA = Cronbach Alpha, AVE = Average Variance Extracted

Results

Table 2 shows the items of each construct (relevancy, uncertainty, critical voice, shared control, students’ negotiation and learning outcomes). The descriptive summary and correlation coefficient are provided. The highest value for each construct’s item with at least one other item in the construct within 0.3 to 0.9. The factor loadings are provided in the last column of table 2. Each factor score was saved under a given name (RELV, UNCER, CRTVC, SHRCONT, NEGOT, and PRCVD) to be used for further analysis.

Findings

Multiple regressions was used to evaluate the relationship of the constructs with perceived e-learning outcome. Multiple regression aims to use the independent (predictor) variables whose values are known to predict one dependent (criterion) variable (Hair, 2010). Using Stepwise Method, four items were entered (RELV, UNCER, SHRCONT and NEGOT) and one item (CRTVC) failed to meet the criteria (entered). The R² value was 26.5% and adjusted R² was 25.5%. The R² indicates that 26.5% of the variance in P can be explained by RELV, UNCER, SHRCONT and NEGOT. In the ANOVA table, the F-Value was 25.8, and the degree of freedom (df) was 4 and residual was 286. The p-Value of the test was less than 0.001. Therefore, P depends on all factors except CRTVC.

Figure 3: Relationships of CLEs factors with Perceived e-learning outcome
Discussion

This study suggests that, students’ CLEs for classroom practice is positively related to their “perceived e-learning outcomes”. The “perceived learning outcomes,” is a result of student’s real interaction of real world problems as Jonassen & Jonassen (2006) believes learners should be presented with interesting, relevant, and meaningful problems to solve. Student’s learning experience concerns the level and source of motivation for learning which revealed a workable confidence level to students in his or her potential of learning (Glasersfeld, 1989 #360). This viewpoint chime with CLEs concept that students’ constructivist classroom outcomes is a function of their beliefs and practices of e-learning resources and supported with real world problems and improvement in student attitudes toward science (Yore, et al., 2005). The results suggest that “perceived e-learning outcomes” of the students is a function of different factors (Personal relevance, Uncertainty, Critical voice, Shared control, and Students’ negotiation). These factors are discussed below.

Personal relevance

The hypothesis result extracted from regression analysis, suggests that students’ ‘personal relevance’ (RELV) has a positive “t-value” (4.067) and a significant p-value (p < .05) influence on students’ ‘perceived e-learning outcome’. About 23.4% of the variance in the ‘perceived e-learning outcomes’ score can be accounted for by the ‘personal relevance’ (RELV) score. The findings support the first hypothesis (H1). The study suggests that, students’ courses need to have content which has relevance to out of school life. Moreover, students need to practice and experience personal knowledge through reflection, critical thinking, and self-regulated learning, otherwise their learning is only superficial and their way of thinking is not modified (Piaget, 1989). Similarly, Piaget (1989) argues that, “What has not been acquired through experience and personal reflection can only be superficially assimilated and does not modify any way of thinking” (p. 252).

The theoretical and empirical implications of the findings are that, the students’ learning outcome could be enhanced in class if students perceive more personal relevance in their studies and are able to express different issues related to their learning and can view science subjects as changing phenomena.

There is still a need for further research on students’ personal relevance in relation to knowledge acquisition and learning within Malaysian educational context. The MOE is thus “concerned with different knowledge transfer strategies such as codification and personalization” (Werr & Stjernberg, 2003). However, there is a few debate concerning students’ sense-making of professional interacts with the socio-cultural context during their process of in-school and out-of-school knowledge transfer. It is quite important to see the school as an institution that has valuable “effects on knowledge development” (Robertson, Scarbrough, & Swan, 2003), and to define what role the MOE can play in becoming a source of innovation (Nikolova, 2007) that could facilitate students’ ability to perceive more personal relevance in relation to science subjects and to understand science phenomena. Yet, the study recommends that further research is needed to examine the extent to which the ‘personal relevancy’ scale generates a plausible account of “classroom learning environments” that offer extensive opportunities for students to develop their understanding of the relevancy of their in-school learning to that of real-world problems and related activities outside school.”

Student uncertainty

The hypothesis result extracted from regression analysis (Figure 3) suggests that students’ ‘uncertainty’ (UNCER) has a positive “t-value” (1.983) and a significant p-value (p < .05) influence on their ‘perceived e-learning outcomes’. About 10.3% of the variance in the ‘perceived e-learning outcomes’ score can be accounted for by the students’ ‘uncertainty’ (UNCER) score. The findings support the second hypothesis (H2).

The practical implications of the findings are that students’ uncertainty in relation to the constructivist e-learning environment influences their cognitive processes and engagement with activities carried out by scientists (Brill & Yarden, 2003; Chinn & Malhotra, 2002; Lin & Tallman, 2006). Although, scientific inquiry itself is a complex form of human thought and can be considered in a Vygotskian sense as a “cultural tool” (Wertsch, 1991), which Malaysian students should implement as an approach to reasoning that others have found useful. From the socio-
cognitive perspective, three principles underpin these scientific inquiry instructions: (a) engaging students in reasoning practices in science subjects; (b) offering explicit guidance on the roles students can assume to monitor their own and their peers’ thinking; and (c) fostering a sophisticated epistemology of science by having students experience science as a process of revision. Within the MOE-INTEL classroom, students are able to share aspects of learning science with their teachers and express their doubts about specific science topics. However, “knowledge only has a lasting effect when it is integrated into a student’s cognitive structure in a way that it is properly understood, and appears relevant, useful and important to the student’s learning context when build up be assigned members and integrated into their cognitive structure in understandable way” (Reihlen & Apel, 2007).

This study is thus argues that, in order to determine the extent to which items in the ‘uncertainty’ scale can elicit dependable and clear responses, it is necessary to investigate ‘uncertainty’ in a classroom learning environment that provides rich and sustained experiences in a predefined science topic whose learning goal has been affirmed by the constructivist teacher. Teachers themselves also need to have an adequate pedagogical and conceptual understanding of constructivist learning.”

Critical Voice

The hypothesis result extracted from regression analysis (Figure 3) suggests that students’ ‘critical voice’ (CRTVC) has a positive “t-value” (1.217) but not a significant p-value (p > .05) influence on their ‘perceived e-learning outcomes’. The findings would appear not to support the third hypothesis (H3). In Malaysian schools, students are expected to be exposed to a different range of media and it is the responsibility of teachers to equip students to engage and learn critically in their classrooms. The practical and theoretical implications of these findings regarding the students’ critical voice are that it directly influences their socio-cognitive process. The evidence from the analysis suggests that, in order to enhance the attribute of the sound voice in Malaysian students which is required for their learning environment, the revision of their learning strategy should be enlarged to consider: (1) defining social and cultural presence to facilitate students’ ability to feel socio-culturally connected to their classroom and learning environment (Aragon, 2003); (2) providing opportunities for students to interact and share different ideas regarding course content as an effective way to engage students in learning activities; and (3) improving motivation and encouraging bonding between students (Pratt & Palloff, 2007).

Yet, students’ “Critical Voice” should be treated as a critical “CLEs” factor that offers extensive opportunities for students to critically judge their learning environments. Significantly, teachers’ lack of constructivist epistemological skills may contribute to a major impediment that can distract from student’s role in the ‘critical voice’ dimension of the constructivist learning environment scale. Further research is thus needed on the critical voice of students, the focus of which should be broadened in the context of the enculturation of constructivist pedagogy in Malaysian schools.

Shared Control

The hypothesis result extracted from regression analysis (Figure 3) suggests that students’ ‘shared control’ (SHRCONT) has a positive “t-value” (2.581) and a significant p-value (p < .05) influence on their ‘perceived e-learning outcomes’. About 13.9% of the variance in the ‘perceived e-learning outcomes’ score can be accounted for by the ‘shared control’ (SHRCONT) score. The findings support the fourth hypothesis (H4). There is a need to effectively develop shared control strategies in the learning environment that will allow students to be adept members of today’s multi-literate society (McNaughton, 2002). However, the students’ role in these aspects has too often been reduced. Students should be educated to utilize their capability to question their teachers’ on their pedagogical plans. Additionally, students within a “CLEs” should be invited and encouraged to share with their teachers’ articulation of learning goals; designing and managing their learning activities; and be able to determine different assessment criteria for their learning activities. The practical implication of the findings of this study is that, acting of the constructivism learning teacher as a facilitator will provide students with variety of learning experience from which learning is build and this will foster social interactions between students themselves towards negotiate meaning of their learning (Brooks & Brooks, 1999). Similar findings also had been argued Nunes & McPherson (2003) who asserts that “Students are expected to develop high cognitive skills such as negotiation of meaning and metacognition supported by teachers who often may lack these skills themselves” (P.
146). Also, the role of constructivist classroom teacher should concern facilitating the process of teaching-and-learning in a way that the locus of control for learning is passed from the teacher to the learner in a careful guided way. As students’ “self-efficacy” will increase (Hase, 2000), and the amount of effort and time teacher and student is willing to devote to the task also increases, leading to higher performance (Moores & Chang, 2009). Generally, the greater perceived control offered by shared control, the greater the positive effects on students’ motivation, demonstrated by increased task involvement, which is return will lead to higher learning outcome.

**Students’ Negotiation**

The hypothesis result extracted from regression analysis (Figure 3) suggests that student negotiation (NEGOT) has a positive “t-value” (4.714) and a significant p-value (p < .05) influence on their ‘perceived e-learning outcomes’. About 26.9% of the variance in the ‘perceived e-learning outcomes’ score can be accounted for by the ‘student negotiation’ (NEGOT) score. The findings support the fifth hypothesis (H5). The concept of student negotiation is one of the most influential perspectives that directly affects students’ knowledge, ideas, attitudes, and values when these students interact with each other (Vygotsky, 1978). The affective interaction of students in their learning environment places the students’ relationship with each other in the foreground because negotiation, cooperation, conflict, rhetoric, roles, etc. are important as means by which students are able to construct knowledge (Gergen, 2001). The implication of student negotiation of meaning in the domain of education confirms the need for cognitive frames of references as the performance of students in the classroom is related to team interaction (Barron, 2003). Similarly, students will have greater opportunities to negotiate when they have a trusting relationship with their classroom teacher, which in fact is considered a key element in building a classroom learning environment (Davis, 2006; Davis & Cosenza, 1993; Davis, 2006; Turner et al., 1998; Turner et al., 2002).

**Perceived e-learning outcome (student outcome)**

The results from the quantitative data collected suggest that four hypotheses are supported, which are related to: personal relevancy; uncertainty; shared control; and student negotiation. One hypothesis is not related: (H3) students’ ‘critical voice’ is positively related to their ‘perceived e-learning outcomes’ (p > 0.05). To sum up, the findings of this study revealed that students who perceived their learning environment in a more constructivist-oriented manner believed that knowledge is changing and that they have ample opportunity to think critically and adopt meaningful learning strategies.

The students’ ‘perceived e-learning outcome’ is positively related to four dimensions of CLEs. The results derived from the conceptual framework of the study (Figure 2), and the multiple regressions analysis, represented in the Constructivist Learning Environment Model (CLEM), (Figure 3), and hypothetical results, suggest four hypotheses are supported, which are: (H1) students’ ‘personal relevance’ understanding of constructivist practices using e-learning resources significantly influences ‘perceived e-learning outcomes’ (t-value 4.067, p-value p<.05); (H2) students’ ‘uncertainty’ understanding of constructivist practices using e-learning resources significantly influences ‘perceived e-learning outcomes’ (t-value 1.983, p-value p<.05); (H4) students’ ‘shared control’ understanding of constructivist practices using e-learning resources significantly influences ‘perceived e-learning outcomes’ (t-value 2.581, p-value p<.05); and (H5) students’ ‘student negotiation’ understanding of constructivist practices using e-learning resources significantly influences ‘perceived e-learning outcomes’ (t-value 4.714, p-value p<.05).

Some researchers (e.g. Hesse, 2004; Woo & Kimmick, 2000) argue that, the quality of learning materials is an important factor influencing the learning outcomes of students. A learning environment where students are able to contribute to their acquisition of their knowledge through experimentation, observation, raising their voices, questioning, and negotiating with their teachers and peers can help students realize that scientific knowledge is evolving, and they are then apt to enter an enriched new learning environment (Hanson-Smith, 2000). Similarly, Cano (2005) highlights the importance of the relationship between the learning environment and students’ metacognition and epistemological beliefs. He asserts that,

“A student’s academic performance or achievement will depend on his/her approach, which in turn will depend on other factors. These are characteristics of the teaching context (teaching styles, ways of assessment, etc.) and the pupil’s perception about this context (learning environment) and the
academic tasks set (metacognition), which is also related to his/her personal characteristics (intellectual skills, personality, etc.), including beliefs about knowledge and learning (epistemological beliefs)” (p. 205).

Overall, students’ understanding of the five dimensions of CLEs establishes a positive relationship between the students’ constructivist learning environment and their perceived e-learning outcomes.

Based on the constructivist assumption that students need to feel the ownership of their knowledge construction, future research is needed to evaluate students’ beliefs regarding their contribution to their learning outcomes. Students’ perceived learning outcome could be a subject of further study that could investigate the extent to which students’ beliefs in their learning environment, and their intention to fully engage in understanding and utilization of “CLEs” dimensions as well as their reaction to values, affect the quality of their self-regulatory learning.

**Future Research**

Future research is needed on one constructivism learning strategy (e.g. Problem based learning) and how they use it in-and-out-of Malaysian schools. However, integration of ICT in school’s pedagogy and students’ computer literacy towards their learning outcome in a constructivism learning environment could be another dimension to be considered. Moreover, intervention studies can be conducted to determine connections between teacher’s pedagogical practices and conservative beliefs and attitudes in a constructivist learning practices. Finally, Gender differences in classroom practices and learning outcomes is also possible when learners are required to construct their own learning. To which extend does the gender will vary when it comes to this concept? As Hoffman (2008) argued “While the trends indicate both sexes are using social media in huge numbers, our findings show that women far outpace the men”. Does this could be possible in Malaysian schools when applying 1:1 learning environment strategy?

**Conclusion**

The dimensions of Constructivist Learning Environments are the practical measurable constructs that were used in this study. A review of various studies shows that the majority of early studies on the learning environment were conducted in Western countries; however, over the last decade, Asia-based researchers have made important contributions to this field (Fraser, 1998). Studies conducted in Indonesia (Margianti, 2001), Singapore (Chionh & Fraser, 2009), Korea (Kim, Fisher, & Fraser, 1999), and Brunei (Scott, 2001) have replicated prior research findings, namely that the psychosocial aspects of the learning environment are an important determinant of student outcomes. Despite the fact that a great deal of learning environment research has been conducted all over the world, there are few related works that have been undertaken in regard to the constructivist learning environment in Malaysian schools. Different studies (Taylor, & Fraser, 1991; Fraser et al., 1997) have conducted investigations into several CLEs and measures as well as on the introduction and use of 1:1 learning resources in the Malaysian MOE-Intel classroom.

The main contribution of this research is that it adds to our knowledge and understanding of the concept of constructivism in education. The contributions of the study are: (1) the concept of constructivist learning is grounded with accessible pedagogies that frame constructivist learning. This study identified and compiled literature that focuses on CLEs within the Malaysian school context that emphasizes the integration of multimedia technology in a 1:1 learning environment, and identified different barriers teachers may face when attempting to implement the concept, (2) the theoretical framework of this study identified different barriers impeding the implementation of constructivist learning within Malaysian schools, and how it prevent implementation of constructivist learning that promotes students’ development and encourages positive learning outcomes, (3) this study identified a new instrument CLEQ and proposed as a Malaysia-version, providing teachers or researchers with information that could assist in improving the ultimate quality pertaining teaching and learning process within a constructivist learning, (3) based on both theory and empirical findings, the study proposed a Constructivist Learning Environments Model (CLEM) that explains how using different constructivist learning factors “Personal Relevance”, “Uncertainty”, “Critical Voice”, “Shared Control”, and “students’ Negotiation” in 1:1 e-learning influences students’ perceived e-learning outcomes, and (4) by taking into account the Malaysian MOE school
reform strategy, namely, the MOE-Intel project, this study also addressed the context of constructivist learning within a 1:1 learning environment that is characterized by the integration of ICT and multimedia technology into education and laptops for students (CMPC). The findings from this study contribute to the growing body of knowledge on the learning experience in Malaysian schools and specifically in respect of the 1:1 learning environment through the example of the MOE-Intel project.
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ABSTRACT

Situated learning has been recognized as an effective approach in enhancing learning impressions and experiences for students. Can we take advantage of situated learning in helping students who are not English native speakers to read English articles more effective? Can the effectiveness of situated learning be further promoted by individual portfolio? This paper proposes a situated and reading-based English learning system that integrates a reading guidance mechanism into the development of an English learning environment. To facilitate reading, the system offers not only translation of the vocabulary but also the powerful functions such as translation, pronunciation and explanations of sentences, paragraphs and articles. More importantly, the guidance mechanism provides personalized reading suggestions for increasing learning performance according to the assessment of defined dynamic parameters. The assessment refers to a detailed record of the learner behavior, kept as a Learning Portfolio by the system, for improving the accuracy of reading guidance. The experiments show that learners who adopted a situated and reading-based English learning system exhibited higher quality performance than those who adopted conventional learning systems. And, the performance of learners who utilized the learning support system with a reading guidance mechanism was of higher quality than that of learners who merely utilized a simple situated learning system.
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Introduction

Languages are an important means of interpersonal communications. The English language is, in particular, an important one in the international community (Spolsky & Shohamy, 1999). In non-English-speaking countries, the improvement of English proficiencies of nationals has become an important policy to enhance national competitiveness. In the meantime, the rapid advances of information technologies have significantly changed the way people acquire, apply and disseminate information. The advances have also brought magnificent changes and progress to teaching methods in the application of education. The teaching environments that combined computer-aided learning systems with teaching strategies have become an integral part of diversified teaching techniques (Lin & Hsieh, 2001). Furthermore, the growing popularity of wireless technologies and mobile devices have contributed to the development of mobile learning (Chinnery, 2006; Jeng et al., 2010; Klopfer, Squire, & Jenkins, 2002; Soloway et al., 2001). Accordingly, the teaching support system that combined with information and networking technologies to assist the learning of foreign languages has become an important research and development issue (Collins, 2005; Shih, 2005; Sun, Huang & Liu, 2011).

Ubiquitous learning as an educational concept has gradually gaining momentum (Huang et al., in press; Huang, Hsieh & Tsai, 2008; Huang, Tsai & Yang, 2008;). It is being applied to the development of learning support in English-language learning. For example, Ogata and Yano (2004a) proposed the TANGO learning system that allows students to move actual objects in the learning environment according to instructions to enhance the learners’ understanding of English vocabulary related to the objects they moved. Follow-up studies combined cooperative learning pedagogy with knowledge maps in a wireless learning environment to help students build English vocabulary (El-Bishouty, Ogata & Yano, 2007; Ogata and Yano, 2004b). Petersen & Markiewicz (2008, 2009) developed PALLAS, a personalized mobile English learning system. The system offers study materials based on the needs and preferences of students to facilitate a personalized learning experience. Chen & Li (2009) established a
ubiquitous learning system that provides suitable vocabulary to the learners based on their vocabulary capacities and wireless base station positioning to enhance their vocabulary levels. Many of these studies focused on the learning and familiarization of English vocabulary as the main goal of the English learning support system. However, pure memorization of English words provides limited help to the improvement of English proficiencies. Students are not all that familiar with when to use what English words or the composition of English sentences. Sometimes, even if students know all the superficial meanings of individual words, they get lost to the implication of the whole sentences. Problems of this kind indirectly prohibit the reading, writing and speaking abilities of students.

To resolve the problems mentioned above, the training in reading comprehension of English-language articles can be applied. Reading is a process where the reader and the reading material establish a meaningful connection in an active and smooth manner (Neil, 1991). Reading ability contains a highly complex cognitive process. The stronger the reading ability, the more able a person is to gather, understand and determine information in order to achieve personal goals and develop potentials (Nunan, 1999). Learning to read in English is the acquisition of an English vocabulary and the establishment of a linguistic capability to understand sentence patterns and syntaxes from reading materials (Hirvela, 2004). It is an important secret of learning any second foreign that one should not only be able to recognize words in articles, but also able to construct the applications and implications of words from the contexts (Day & Bamford, 1998; Gehard, 1996). Fasting and Lyster (2005) found that in the process of teaching experiments, computer-aided reading helps to develop linguistic skills. Some studies indicated that the appropriate use of computer-aided reading can effectively assist teachers to improve the reading proficiency of students in primary and secondary schools (Lynch, Fawcett & Nicolson, 2000; Nicolson, Fawcett & Nicolson, 2000). Some researches indicated that the combination of technological environments and good guidance and reading instructions enhance the linguistic capabilities and enhance reading comprehension of students (Dreyer & Nel, 2003; Stepp-Greany, 2002).

Besides, situated learning involves learners actively participating in a virtual environment and acquiring knowledge through interaction with people, events, and objects in the environment (Brown et al., 1989). Situated learning (Lave & Wenger, 1991) theory emphasizes a learning situation which stimulates the intrinsic and extrinsic learner motivations, encouraging learners to introduce abstract ideas into concrete thinking, perception, knowledge, and cognition; the learners interact with their environment (Clancey, 1995) and, in doing so, obtain knowledge through context. Palmer & Hornby and other language scholars have proposed situational language teaching theories, stressing that language learning is natural to learners. For practical vocabulary, language should be taught in a context and applied to a particular situation (Hornby, 1950).

Based on the abovementioned advantages of English learning upon reading and situated learning, this paper first outlines the reading-oriented situated learning model. Moreover, because that most previous English learning support tools or systems focus on learning vocabulary, students relatively lack for the ability to infer, analyze, judge, organize, or apply their vocabulary. Even if learners may be proficient in memorization, they may not be able to connect words or interpret sentences. Therefore, the learning system proposed in this paper provides students with the learning support in vocabulary, phrases, sentences, paragraphs and articles. With the situated teaching as the foundation, this paper constructs a ubiquitous English-reading learning system that combines RFID location-aware technologies, uses learners’ positions as the situational information, and provides situational English articles that are highly relevant to the specific location and surroundings as learning materials.

Furthermore, when a learning system provides a non-linear and highly autonomous learning model, although students can select contents based on their own decisions and preferences (Duffy, Lowyck & Jonassen, 1993), beginners or passive learners may experience learning disorientation and cognitive overloads (Lin & Gayle, 1996). This affects the thinking and organization of the learning contents, the internalization of knowledge and the effectiveness of learning (Nelson, 1992; Stanton, Correia, & Dias, 2000). The addition of a guidance and support system can mitigate the negative effects (Brislowski, 1999; Chen & Hsu, 2008; Hartley & Sleeman, 1973; Maes, 1994). Therefore, the second focus of this paper is to provide appropriate and personalized guidance mechanism for English reading. The guidance mechanism fully utilizes the data of learning portfolio to assess the dynamic parameters defined in the system for suggesting more appropriate reading materials to students in the appropriate sequence.
Ubiquitous English-Reading Learning System

Before doing this experiment, this learning system has been conducted the acceptance and satisfaction evaluation (Wu, Sung, Huang, & Yang, 2010). Based on the result of evaluation data, the learning system has done a minor modification to make it more user-friendly.

Campus Situations for English Learning

This study designs eight campus situations by referring to a university in southern Taiwan. The reading materials offered by the system for students to read and learn are all highly relevant to the student locations and surroundings. The situations and the corresponding materials are as follows:

1. Restaurants and shops: dining, food, order, mall, shopping, etc.
2. Dormitory: daily life, indoor entertainment, etc.
3. Softball field: baseball, softball, Major League, Chinese Professional Baseball League, etc.
4. Library: query and checkout services, book and magazine publications, guided reading, etc.
5. Computer classroom: information, Internet, digital technology, etc.
6. Gym: sports and exercise, indoor competitive ball sports, workout, etc.
7. Teaching complex: teaching activities, tests, class affairs, teachers and students, etc.
8. Parking lot: cars, motorcycles, transportation, etc.

System Architecture

Figure 1 shows the system architecture of this learning system. It is constructed in an IEEE 802.11 WiFi network in a campus. Active RFID tags are installed in the eight situational locations throughout the campus. Students carry with them the mobile learning devices, such as PDAs or smartphones, installed with RFID readers and a built-in WiFi adaptor. Data can be transmitted via wireless networks and RFID technology provides location awareness. Once a mobile learning device senses the location of the student via RFID, the location information will be sent to the U-Reading System which includes Dictionary Server, Learning Material Database, and Portfolio Database. According to the reading guidance mechanism, from the Learning Material Database, the system selects the reading materials highly relevant to the situation and suitable for the students. The student can learn the materials with the supporting functions, e.g. Chinese translation of the vocabulary, phrases, sentences, paragraphs and articles. The audio function allows the students to listen to the pronunciation or recitation. All these features aim to assist learning of the reading
materials. The translation and pronunciation of words and phrases is accessed from Dictionary Server; whilst the translation and pronunciation of sentences, paragraphs and articles are accessed from Learning Material Database. The reading materials are sourced from digital versions of English-learning magazines, audio books, Chinese-English news websites and in-house compilations. Since the system provides functions more than just a directory of English words, it is able to assist the student to understand better the meanings and structures of sentences and the application of words. The learning behavior of each student is collected and recorded in Portfolio Database. Relevant statistics of learning portfolio are calculated and fed back to the Reading Guidance Mechanism as decision-making parameters. Teachers can also access the statistics from the Web-based teachers’ interface in order to adjust their teaching strategies and materials accordingly.

Learning Functions and Interface

RFID tags are installed at the appropriate locations throughout the campus and an RFID reader is equipped into the mobile learning device. RFID SDKs support relevant APIs so that the system programs can write, detect and access situational codes with RFID tag memories.

![Learning function interface](image)

The English-reading learning interface and the support functions are shown in Figure 2. Once the RFID reader is activated, it can detect and display the location of the user. The system can immediately select suitable reading articles and displayed on the mobile device from the database according to the Reading Guidance Mechanism. Users can inquire for the translation of words, phrases, sentences, paragraphs or whole articles. The inquired results are shown in the lower part of the screen. Users can select the pronunciation or recitation function to improve their speaking and listening. The notebook function logs the inquiries and results to facilitate off-line reviews afterwards. The figure below demonstrates the situation of “restaurant”, as one of the eight campus situations.

Back-end Functions for Teachers

The back-end system provides basic features such as the establishment and maintenance of students’ data and teaching materials (Figure 3). The learning behavior is also logged into the back-end database. Therefore, the system also provides Web-based inquiry functions to teachers for all the statistics of the learning portfolio. The statistics
include the number of times and rankings of the usage rates of situations, reading materials, the inquiries of words, sentences, paragraphs and articles for translation and pronunciation. Such information helps teachers to better understand the activities of students so that they can adjust teaching materials or strategies accordingly.

**Figure 3.** Back-end interface for teachers

**Figure 4.** Flow chart of guidance parameter calculation and decision making

### Reading Guidance Mechanism

The RFID technology senses the locations and corresponding situations of students to provide situational reading materials. Meanwhile, the system also offers personalized guidance to students to enhance learning effectiveness.
The reading guidance mechanism takes into account the reading relation degree, reading difficulty, and learner ability with regards to the learning portfolio. Learning portfolio can serve as a reference material for the calculation of reading article suggestion (Drachsler et al., 2009). The guidance mechanism dynamically calculated guidance parameters to improve the accuracy of the suggested reading materials and sequence. Figure 4 shows the flow of guidance parameter calculation and decision making. The guidance parameters and decision making are described in detail in the following sections.

Assessment of Reading Relation Degree

The system proposed by Chen (2008) uses the linguistic terms in course description to compute the Concept Relation Degrees for the sequential arrangement of learning courses. This paper defined a different item, Reading Relation Degree, to enhance the relation and proper sequence between suggested reading articles. The system refers to the vocabulary inquired by the student for the previous article in the specific situation to calculate Reading Relation Degree of each unread article in the situation, in order to recommend an article that contains the same vocabulary as much as possible as the previous one. The re-appearance of the same words further familiarizes the students and enhances their understanding of the meanings and usages for these words in different contexts. The Reading Relation Degree for articles $a_x$ and $a_y$ is defined as $R(a_x, a_y)$ and expressed in Eq. (1). The article $a_x$ is the previous article that the student read. The collection of the vocabulary words inquired by the student for that article is $U_x = \{ u_i | i \in [1, m_x] \}$, whilst $V_y = \{ v_i | i \in [1, n_y] \}$ is the collection of the vocabulary words appear in the article $a_y$. $W_y = <w_1, w_2, w_3, \ldots, w_{n_y}>$ is the composition of words in the article $a_y$. The first part after the equality sign is the percentage of $U_x$ appears in the article $a_y$. $\omega$ denotes the weighting. The second part takes into consideration the reappearance of the same words in order to calculate the percentage of $W_y$ belongs to $U_x$.

\[
R(a_x, a_y) = \omega \sum_{i=1}^{m_x} \frac{f(u_i)}{m_x} + (1 - \omega) \sum_{i=1}^{h_y} \frac{g(w_i)}{h_y}
\]

where

\[
f(u_i) = \begin{cases} 1 & , u_i \in V_y \\ 0 & , \text{otherwise} \end{cases}
\]  

(2)

\[
g(w_i) = \begin{cases} 1 & , w_i \in U_x \\ 0 & , \text{otherwise} \end{cases}
\]

(3)

$R(a_x, a_y)$ is between 0 and 1. The higher the value, the higher the reading relation degree is.

Assessment of Reading Difficulty

To assess the level of difficulty of reading materials, Chen & Hsu (2008) referred to Flesch Reading Ease Readability Formula (Flesch, 1948) and the vocabulary classification of the GEPT. The assessment considers the differing judgment of English native speakers and non-English native speakers concerning the level of difficulty of reading materials. The benchmark is based on the average standard of the general public. As the target users of this system are university students in Taiwan in the contexts of campus life, this paper refers to the average English proficiencies of students as one of the major criteria in the assessment of the difficulty for reading materials. In Taiwan, all colleges and universities accept enrollments based on the results of joint-entrance examinations. On average, the quality of students is different from one school to another. Therefore, in addition to Flesch’s Formula and GEPT, this paper further takes into account the learning portfolio of words and sentences inquired by all the students in order to make real-time dynamic calculations and adjustments for reading difficulty of articles. The Reading Difficulty of the article $a_x$ is defined as Eq. (4). $D_{NXF}(a_x)$ is calculated based on Flesch Reading Ease Readability Formula and the vocabulary classification of the GEPT. This value (between 0 and 1) is used as the
The initial value for the predetermined reading difficulty of \(a_x\), \(D_{PF}(a_x)\) is the reading difficulty dynamically calculated on the basis of the statistics in the learning portfolio, with \(\alpha\) as the weighting.

\[
D(a_x) = \alpha \cdot D_{INIT}(a_x) + (1 - \alpha) \cdot D_{PF}(a_x)
\]

(4)

The Flesch’s formula is as follows:

\[
RE = 206.835 - (1.015 \times ASL) - (84.6 \times ASW)
\]

(5)

where

- \(ASL = \text{Average Sentence Length}\)
- \(ASW = \text{Average number of Syllables per Word}\)

The value of \(RE\) is between 0 and 100. The higher the value is, the lower the level of difficulty. This paper converts this value into a value between 0 and 1 by Eq. (4), and the higher the value, the more difficult the material is.

\[
D_{REF}(a_x) = 1 - RE(a_x) / 100 = 0.01015 \times ASL(a_x) + 0.846 \times ASW(a_x) - 1.06835
\]

(6)

The GEPT collects more than 8,000 English words and classified these words into Elementary, Intermediate and High-Intermediate. This paper calculates \(D_{GEPT}(a_x)\), the difficulty indicator based on the GEPT, and the value is between 0 and 1. A high value means a high difficulty.

\[
D_{GEPT}(a_x) = \frac{\frac{1}{2}C_E(a_x) + \frac{3}{2}C_I(a_x) + \frac{5}{2}C_H(a_x)}{C_E(a_x) + C_I(a_x) + C_H(a_x)}
\]

(7)

\[
D_{INIT}(a_x) = \frac{D_{REF}(a_x) + D_{GEPT}(a_x)}{2}
\]

(8)

where, \(C_E(a_x), C_I(a_x)\) and \(C_H(a_x)\) denote the number of words of Elementary, Intermediate and High-Intermediate in article \(a_x\), respectively.

\(D_{PF}(a_x)\) is the indicator to the difficulty of reading materials calculated on the basis of learning portfolio consists of the assessment of the vocabulary and sentences. The criteria contain the frequency of the translation inquiries and the capabilities of the inquirer. The calculations are as follows:

\[
F_v(a_x) = \sum_{v \in V_x} \frac{q(v)}{p(v) \cdot |V_x|}
\]

(9)

\[
L_v(a_x) = \sum_{v \in V_x} \sum_{i=1}^{q(v)} \frac{c_i(v)}{q(v) \cdot |V_x|}
\]

(10)

where, \(F_v(a_x)\) and \(L_v(a_x)\) denote the average frequency of the translation inquiries and average capability of inquirers for the vocabulary appears in the article \(a_x\); \(q(v)\) denotes the total number of times for the inquiries made by all the students on word \(v\); \(p(v)\) denotes the total number of times the word \(v\) appears throughout the articles read by all the students; \(c_i(v)\) indicates the capability of the learner when the word \(v\) is inquired for the \(i\)-th time. \(V_x\) is the collection of the vocabulary words that appear in the article \(a_x\). Therefore, the indicator to the difficulty for the vocabulary in the article \(a_x\) based on the learning portfolio is as follows:
\[ D_{pp}(a_s) = \frac{F_v(a_s) + L_v(a_s)}{2} \]  
\[ = \frac{1}{2} \left( \sum_{v \in V'_x} \frac{q(v)}{p(v) \cdot |V_x|} + \sum_{v \in V'_x} \sum_{i=1}^{q(v)} \frac{c_i(v)}{q(v) \cdot |V_x|} \right) \]  

Equation (11)

Similarly, \( q(s) \) is the total number of times that sentence \( s \) is inquired by all the students; \( p(s) \) denotes the total number of times for sentence \( s \) to appear in all the articles read by all the students; \( c_i(s) \) is the capability of the learner when the sentence \( s \) is inquired for the \( i \)-th time; \( S_s \) is the collection of the sentences that appear in the article \( a_s \). Therefore, the indicator to the difficulty for the sentences in the article \( a_s \) based on the average frequency of the sentence inquiries \( F_S(a_s) \), the average capability of the inquirers \( L_S(a_s) \) and the learning portfolio is as follows:

\[ F_s(a_s) = \sum_{s \in S_x} \frac{q(s)}{p(s) \cdot |S_s|} \]  
\[ L_s(a_s) = \sum_{s \in S_x} \sum_{i=1}^{q(s)} \frac{c_i(s)}{q(s) \cdot |S_s|} \]  
\[ D_{ps}(a_s) = \frac{F_s(a_s) + L_s(a_s)}{2} \]  
\[ = \frac{1}{2} \left( \sum_{s \in S_x} \frac{q(s)}{p(s) \cdot |S_s|} + \sum_{s \in S_x} \sum_{i=1}^{q(s)} \frac{c_i(s)}{q(s) \cdot |S_s|} \right) \]  

Equations (12) and (13)

Equation (14)

\( D_{ps}(a_s) \) represents the average responses of a specific group of students to the difficulty of reading materials. The incorporation of this value can enhance the calculation accuracy of the reading difficulty for the reading materials.

\[ D_{pp}(a_s) = \frac{D_{pv}(a_s) + D_{ps}(a_s)}{2} \]  

Equation (15)

Assessment of Learner Ability

The reading guidance mechanism takes into account the learner ability for offering reading materials. The assessment of learner ability in this paper consists of two parts. The first part is \( A_{INIT}(I_y) \), the test score of the student \( I_y \) in the subject of English in the joint university entrance examination. This is the initial value for the ability of the student. The second part is the indication value \( A_{pf}(I_y) \) calculated real-time and dynamically according to the records in the learning portfolio. Below is the equation for the Learner Ability, i.e. \( A(I_y) \), of the student \( I_y \). The value is between 0 and 1. A high value means a strong ability. \( \beta \) denotes the weighting.

\[ A(I_y) = \beta \cdot A_{INIT}(I_y) + (1 - \beta) \cdot A_{pf}(I_y) \]  

Equation (16)

The calculation of \( A_{pf}(I_y) \) includes the past performance of the student when facing vocabulary and sentences.

\[ A_{pf}(I_y) = \frac{A_{pv}(I_y) + A_{ps}(I_y)}{2} \]  

Equation (17)
The following Eq. (18) expresses the past performance of the student when facing vocabulary. One of the indicators is $P_V(l_y)$, which is the percentage of the absence of vocabulary inquiries by student $l_y$, among all the words that appear in the reading materials previously read by that student, which indicates the performance history of the student $l_y$. Another indicator is $Q_V(l_y)$, which is the percentage of the inquiries made by all the other students, among all the words inquired by the student $l_y$, which is a comparison of the ability of the student $l_y$ against the ability of all the other students.

$$A_{PP}^V(l_y) = \frac{P_V(l_y) + Q_V(l_y)}{2}$$  \hspace{1cm} (18)

$$P_V(l_y) = \sum_{a_x \in E'} \left( 1 - \frac{h_V(a_x)}{|V'|} \right)$$  \hspace{1cm} (19)

$$Q_V(l_y) = \sum_{a_x \in E} \sum_{v \in U_x} \left( \frac{r_V(v)}{|U_x|} \right)$$  \hspace{1cm} (20)

where, $E'$ denotes the collection of all the articles read by the student $l_y$; $h_V(a_x)$ is the number of words inquired by the student for the article $a_x$; $V_x$ is the collection of the vocabulary words that appear in the article $a_x$; $U_x$ is the collection of the vocabulary words inquired by the student $l_y$ for the article $a_x$; $r_V(v)$ is the percentage of the inquiries made by all the other students for the word $v$ in the articles that contain the word $v$ (the number of inquirers divided by the number of readers).

$$A_{PP}^V(l_y) = \frac{1}{2} \left( \sum_{a_x \in E'} \left( 1 - \frac{h_V(a_x)}{|V'|} \right) + \sum_{a_x \in E} \sum_{v \in U_x} \left( \frac{r_V(v)}{|U_x|} \right) \right)$$  \hspace{1cm} (21)

Similarly, the ability concerning the comprehension of the sentences is expressed as following Eq. (22) and Eq. (23). The percentage of the absence of the inquiries by the student $l_y$ is defined as $P_S(l_y)$. $Q_S(l_y)$ is the percentage of the inquiries made by other students for the sentences also inquired by the student $l_y$.

$$A_{PP}^S(l_y) = \frac{P_S(l_y) + Q_S(l_y)}{2}$$  \hspace{1cm} (22)

$$A_{PP}^S(l_y) = \frac{1}{2} \left( \sum_{a_x \in E''} \left( 1 - \frac{h_S(a_x)}{|S|} \right) + \sum_{a_x \in E, s \in T_x} \left( \frac{r_S(s)}{|T_x|} \right) \right)$$  \hspace{1cm} (23)

where, $h_S(a_x)$ is the number of sentences inquired by the student $l_y$ for the article $a_x$; $S_x$ is the collection of the sentences that appear in the article $a_x$; $T_x$ is the collection of the sentences inquired by the student $l_y$ for the article $a_x$; $r_S(s)$ is the percentage of the inquiries made by all the other students for the sentence $s$ in the articles that contain the sentences (the number of inquirers divided by the number of readers).

**Recommended Reading Materials**

The guidance is about providing the next best option for learners based on their needs (Eklund & Sinclair, 2000). As shown in Eq. (24), this paper selects the article with the highest assessment value, i.e. $a_{fin}$ for the learner $l_z$ based on the evaluation of the Reading Relation Degree, Reading Difficulty, Learner Ability.
\[ a_{fit} = \arg \max_{a_y \in E' \setminus E} K_{fitness}(a_y) \]
\[ = \arg \max_{a_y \in E' \setminus E} \left( \lambda \cdot R(a_y) + (1 - \lambda) \left( A(l_y) - D(a_y) \right) \right) \] (24)

where, \( E \) is the collection of articles; \( E' \) is the collection of the articles read completely; \( K_{fitness} \) is the evaluation function of the suitability of the reading materials, \( \lambda \) is the weighting of the evaluation parameter.

**Experiment**

**Design**

This study evaluates the students of three classes in the freshman year of a university. Each class is defined as one group for the evaluation. Three groups, which are group \( P \) (Paper), group \( R \) (Reading), and group \( G \) (Guidance), are established. The students of group \( P \) learn from paper-based materials and do not access any support of the learning system. The teaching is in the form of traditional lectures in the classroom. Both group \( R \) and group \( G \) use the Ubiquitous English-Reading Learning System, with the only difference that group \( G \) has additional assistance from the personalized reading guidance mechanism. The experiment was designed to compare the learning effectiveness of these three groups and to evaluate whether the system can enhance learning motives, interests, and a sense of participation. The benchmark was the reading materials centering on the situation of restaurants and shops. The goal was to assess the differences in learning effectiveness of the traditional classroom approach, the u-learning system, and the u-learning system combined with the reading guidance mechanism. We attempted to understand if the learning performance of learners with the reading guidance mechanism (group \( G \)) proposed by this study was higher than that of other two groups (group \( R \) & group \( P \)). Did learners who adopted the English learning system (group \( R \) & group \( G \)) exhibit higher learning performance than those who adopted conventional learning methods (Group \( P \))? All learning content was identical and came from the same Learning Material Database.

**Participants**

The research participants are the freshman students learning English in a university in Taiwan. There are a total of 113 students from the selected three classes. One class consists of 36 students (22 males and 14 females), another class 39 students (23 males and 16 females), the third class 38 students (22 males and 16 females). The teacher is very interested in the application of technologies into English-language teaching and grasping the learning status of students, thus is cooperative in this experiment.

**Procedure**

In this experiment, there are 18 weeks each semester for the English-language curriculum, with two classes per week. The 9th and 18th weeks are dedicated to the mid-term and final exams, respectively. From the 1st to the 8th week, traditional lecturers are given with teachers explaining the basis of contexts and grammar. A pre-test is performed in the 9th week, to assess the level of familiarity of each student. From the 10th to the 17th week, the experimental teaching is given. To ensure that both the teacher and students are familiar with the learning flows and the operations of the system devices, an orientation on the learning flows and the device instructions is held in the 10th week. From the 11th week onward, group \( P \) studies the reading materials in the conventional manner; whereas group \( R \) and group \( G \) begin to use the mobile devices equipped with WiFi and RFID components and the proposed Ubiquitous English-Reading Learning System for English reading (Figure 5). In the seven weeks of experimental learning, the teacher arranges a feedback session in the 14th week. Based on the records and statistics shown on the back-end system and the responses from the students, the teacher corrects the behavior bias and cognitive mistakes of students to facilitate further learning. The experimental learning finishes at the end of 17th week. The Learning Material Database at the backend contained roughly 40 articles for each campus situation. Each student was required to read at least 20 articles for the situation of restaurants and shops during the experiment. In the last week, i.e. the 18th week, students take the final written examination (post-test) and fill in the questionnaire concerning the system acceptance.
Limitations

This experiment adopted the learning method that required high autonomy, which means participants were required to exhibit high autonomy and self-discipline during the experiment. Moreover, during the experiment the charge capacity of mobile devices was limited, and learners who were not familiar with the operation of the devices might suffer from crashing the system and difficulty of operation.

In the article recommending guidance mechanism, this paper combined data of individual and group learning portfolios on the decision-making calculation of recommended guidance. The higher the frequency of recorded reading behaviors in the learning portfolios database, the more accurate the results are.

Data Collection

Pre-test and Post-test Scores

Both the pre-test and the post-test are based on the questions designed by the teacher. The questions are about the location and surroundings of the situation of restaurants and shops. The teacher designs the questions also by referring to the teaching materials in the Learning Material Database. The questions are in the form of vocabulary explanations, blank fillings, sentence translation and reading comprehension. The test results indicate whether the proposed Ubiquitous English-Reading Learning System can help students to improve their English proficiency and understanding. Assessments are also made to gauge whether the reading guidance mechanism is beneficial to English learning.

Survey on Suitability of Recommended Reading Materials

After a student finishes reading each English-language article, the system automatically presents a questionnaire for the student to fill in replies concerning the level of difficulty and relevance of the article. The analysis aims to evaluate the suitability of the recommended reading materials to the students with and without access to the reading guidance mechanism.

Questionnaire on System Acceptance

The ease of use and practicality of the system will influence the intention of learners in using the system and hence their learning effectiveness (Davis, 1989). This study performs a questionnaire survey on the system acceptance to gather feedbacks for further designs and improvements. The questionnaire is designed based on the questionnaire developed by Davis (1989) and Harwick & Barki (1994). The measurement is based on the Likert 5-point scale. The criterion-related validity and construct validity are ensured with the assistance and correction from two experts. The
Cronbach α coefficient is above 0.7, indicating good consistency and stability. A total of 75 questionnaires are issued. After the elimination of 10 ineffective questionnaires, there are 65 effective questionnaires. The effective recovery rate is 87%.

**Results**

**Assessments of Learning Effectiveness**

*Within-Group Assessment*

This analysis is based on the t-tests of dependent samples of group P, group R and group G. Table 1 summarizes the statistical analysis of the variances in the pre-test and post-test results.

<table>
<thead>
<tr>
<th>Group</th>
<th>Test</th>
<th>N</th>
<th>Mean</th>
<th>Std. Deviation</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>group P</td>
<td>Pre-test</td>
<td>38</td>
<td>65.16</td>
<td>5.726</td>
<td>-1.471</td>
<td>.150</td>
</tr>
<tr>
<td></td>
<td>Post-test</td>
<td>38</td>
<td>66.21</td>
<td>4.592</td>
<td></td>
<td></td>
</tr>
<tr>
<td>group R</td>
<td>Pre-test</td>
<td>39</td>
<td>64.74</td>
<td>5.571</td>
<td>-11.398</td>
<td>.000*</td>
</tr>
<tr>
<td></td>
<td>Post-test</td>
<td>39</td>
<td>80.97</td>
<td>6.714</td>
<td></td>
<td></td>
</tr>
<tr>
<td>group G</td>
<td>Pre-test</td>
<td>36</td>
<td>64.97</td>
<td>5.882</td>
<td>-18.817</td>
<td>.000*</td>
</tr>
<tr>
<td></td>
<td>Post-test</td>
<td>36</td>
<td>84.53</td>
<td>5.853</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

α = .05; *p < .05

The analysis indicates that the students in group P make very limited progress from the traditional learning approach in classroom. However, the overall learning effectiveness is far inferior to the students in the other groups who use the learning system. The reason should be a lack of effective support, learning fun and motives. In contrast, the students in both group R and group G show significant improvements in learning effectiveness after they use the learning system. This shows a convenient reading support and the situated learning (of reading what you see) enhances an understanding of the English language and betters the learning outcomes. The students in group G with additional access to the reading guidance mechanism report an average of progress scores 3.33 higher than that of group R. This indicates that the reading guidance mechanism with multi-facet consideration can provide more appropriate reading materials and sequence dynamically to the students. The reading relevance can enhance the connection of learning content and memory, and the students' ability is matched with the recommended articles, thus can reduce learning obstacles and enhance learning effect.

*Between-Group Assessment*

Between-Group Assessment included a pre-test and a post-test. In the pre-test, we adopted a one-way ANOVA to discuss the English performance of group P, group R, and group G before the experiment. The results of statistical analysis are shown in Table 2 below.

<table>
<thead>
<tr>
<th>Group</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>group P</td>
<td>65.16</td>
<td>38</td>
<td>5.726</td>
<td></td>
<td></td>
</tr>
<tr>
<td>group R</td>
<td>64.74</td>
<td>39</td>
<td>5.571</td>
<td>.051</td>
<td>.951</td>
</tr>
<tr>
<td>group G</td>
<td>64.74</td>
<td>39</td>
<td>5.571</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*p < .05

The average pre-test scores of group P, group R and group G are 65.16, 64.97 and 64.74, respectively. These scores are similar. The p value is greater than 0.05, indicating a lack of significant variances in the learning effectiveness of these three groups. There are no obvious differences in the levels of English-language test results since the university ensures that the levels of students in each class are in a normal distribution.
Table 3 shows the analysis of the post-test results of group P, group R and group G by using ANOVA of independent samples. The purpose is to understand that the learning effectiveness of the group of students in group P and group R that use the learning system. The analysis also aims to evaluate the learning outcomes of group R and group G who use the reading guidance mechanism of the system.

Table 3. The statistical post-test analysis between groups

<table>
<thead>
<tr>
<th>Group</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>group P</td>
<td>66.21</td>
<td>38</td>
<td>4.592</td>
<td></td>
<td></td>
</tr>
<tr>
<td>group R</td>
<td>80.97</td>
<td>39</td>
<td>6.714</td>
<td>105.426</td>
<td>.000*</td>
</tr>
<tr>
<td>group G</td>
<td>80.97</td>
<td>39</td>
<td>6.714</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*p < .05

As shown in Table 3, the value p of statistical analysis is less than .05. The result shows that the scores of the post-test in group P, group R, and group G had significant differences. We further observed that the scores of the post-test in group P were 14.76 lower than the scores in group R. The scores of the post-test in group R were significantly higher than the scores in group P. This shows that the learning effectiveness of group R, who uses the system, is significantly better than the students who resort to traditional learning approaches. It confirms that the learning supports of the proposed system can effectively enhance learning results, and furthermore, the system can effectively connect the reading materials with situations, thus reducing abstraction. It can effectively help students to internalize the contents and improve their understanding of the English language so that they can use the language better. Additionally, the average score of group G is higher than that of group R. These analysis results demonstrate that although both groups use the learning system, the group that has access to the reading guidance mechanism benefits more give the personalized guidance based on the reading relevance and level of difficulty of learning materials, and ability of learners. In addition, the standard deviation of group G is smaller than that of group R, indicating that the system is conducive to closing the gap between the students.

Suitability of Recommended Reading Materials

Table 4 shows the suitability of the recommended reading materials. A questionnaire survey is performed on group R and group G. The questionnaire is based on Likert 5-point scale and the scores are calculated with percentages. Regarding the level of difficulties suitable to the capabilities of learners, the survey shows that the average score of group G is 4.04, higher than that of group R at 3.43, a clear indication of the results of the learning guidance mechanism. About 30% of the group R respondents disagree that the level of difficulties is appropriate to their capabilities because there is a lack of reading guidance and a sequence of recommended articles.

Table 4. Suitability of recommended reading materials

<table>
<thead>
<tr>
<th>Questions</th>
<th>strongly disagree</th>
<th>strongly agree</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Level of difficulties suitable to my own capabilities</td>
<td>group R</td>
<td>2% 28% 10% 45% 15%</td>
<td>3.43</td>
</tr>
<tr>
<td></td>
<td>group G</td>
<td>0% 5% 16% 49% 30%</td>
<td>4.04</td>
</tr>
<tr>
<td>Sufficient relevance of the reading materials</td>
<td>group R</td>
<td>11% 19% 27% 25% 18%</td>
<td>3.20</td>
</tr>
<tr>
<td></td>
<td>group G</td>
<td>4% 10% 23% 38% 25%</td>
<td>3.70</td>
</tr>
</tbody>
</table>

As for the relevance of reading materials, although group R does not use the reading guidance mechanism, 43% of the respondents think it is sufficient. The percentage is greater than 30% of the respondents who do not think it is sufficient. The average of the 5-point scale measurement is 3.20, not too poor a number. This is because the reading materials for the same situation are high relevant already. The users in group G use the reading guidance mechanism and achieve an average of 0.5 higher than group R.

There is an additional remark concerning the suitability of recommended reading materials. The results of both the difficulty and relevance of the recommended reading materials could still be improved if the backend database significantly expands its collection of reading materials.
Assessment of System Acceptance

The questionnaire survey on the system acceptance is performed on group R and group G, in order to understand the learners’ satisfaction and acceptance regarding the learning system. The survey results are summarized in Table 5.

Table 5 shows that the average values of most questionnaire replies are greater than 3.0. This indicates that most learners are positive about this system in their study of the English-language materials. About 77% of the learners believe that the contents are appropriate and can meet their English-learning requirements. As many as 85% of the learners think that such a learning system is beneficial to the overall English-language learning. Meanwhile, the fact that the contents are highly relevant to the surroundings helps to reinforce memorization and learning effectiveness. About 80% of the learners are willing to continue with the system and more than happy to recommend the system to others. The system is generally well-received as its learning mechanism and supporting functions can allow learners to achieve different results. The average values for the responses concerning the appropriate size of the display screen and the appropriate size of fonts were lower than those of other responses. As this learning system is installed on PDAs, inherent limitations to font and screen sizes persist. Meanwhile, it is the first time that the surveyed learners use this new learning method and learning tool, few of them need time to adjust to it. Most of the surveyed learners find this novel way of learning acceptable and believe that this system can be a great option to improve their English learning.

<table>
<thead>
<tr>
<th>Questions</th>
<th>strongly disagree</th>
<th>strongly agree</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>The fonts in the system were of appropriate size.</td>
<td>14%</td>
<td>36%</td>
<td>28%</td>
</tr>
<tr>
<td>The buttons in the system were clear and easy to use.</td>
<td>0%</td>
<td>8%</td>
<td>23%</td>
</tr>
<tr>
<td>The operation guidelines of the system were clear and easy to use.</td>
<td>7%</td>
<td>13%</td>
<td>25%</td>
</tr>
<tr>
<td>The colors in the system were clear and easy to differentiate.</td>
<td>2%</td>
<td>9%</td>
<td>19%</td>
</tr>
<tr>
<td>The browsers in the system were of appropriate size.</td>
<td>18%</td>
<td>40%</td>
<td>26%</td>
</tr>
<tr>
<td>The system messages were easy to understand.</td>
<td>1%</td>
<td>8%</td>
<td>19%</td>
</tr>
<tr>
<td>The learning contents provided in the system were appropriate to the learners’ needs.</td>
<td>0%</td>
<td>10%</td>
<td>13%</td>
</tr>
<tr>
<td>I have a stronger impression of the English content I learned through this kind of learning method.</td>
<td>0%</td>
<td>7%</td>
<td>15%</td>
</tr>
<tr>
<td>I like the design of the learning system interface.</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>It’s easier for me to learn through this learning method than when learning from a teacher.</td>
<td>1%</td>
<td>6%</td>
<td>12%</td>
</tr>
<tr>
<td>This kind of learning method helps me to learn anytime I want.</td>
<td>0%</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>I am very interested in this kind of English learning system.</td>
<td>6%</td>
<td>12%</td>
<td>18%</td>
</tr>
<tr>
<td>The contents introduced in the system are related to my life.</td>
<td>0%</td>
<td>10%</td>
<td>12%</td>
</tr>
<tr>
<td>This system helps me to learn English.</td>
<td>2%</td>
<td>6%</td>
<td>10%</td>
</tr>
<tr>
<td>I enjoy learning through this system.</td>
<td>1%</td>
<td>9%</td>
<td>10%</td>
</tr>
<tr>
<td>I would be happy to recommend this system to other learners.</td>
<td>0%</td>
<td>10%</td>
<td>12%</td>
</tr>
<tr>
<td>This system helps me improve my English reading abilities.</td>
<td>1%</td>
<td>8%</td>
<td>12%</td>
</tr>
</tbody>
</table>

**Discussion and Conclusion**

This paper designs a learning system that can effectively enhance the English-proficiency of students in non-English speaking countries by combining wireless technologies, RFID equipment and mobile devices. The system provides comprehensive supporting features to assist the learning of reading materials by making up the inefficiency of vocabulary-centric memorization-oriented learning model. It can truly improve the ability of students in learning from the reading materials (from words, phrases, sentences, paragraphs to whole articles) in terms of organization of sentences, application of words and understanding of meanings and implications. The system is designed based on the theory of reading-based and situated learning to recommend reading materials that highly relevant to the surroundings at the location of the learners in order for learners to enhance their learning effectiveness. To further
enhance learning outcomes, it importantly utilizes the records of learning portfolio to offer reading guidance by taking into account the reading relation degree, difficulty degree and learner ability. All data are dynamically computed in real-time to guide the decision-making indicators and provide progressive reading suggestions to learners in the situated environment. This approach is beneficial to the digestion and internalization of reading contents. A series of evaluations on freshman students in universities show that the results of this system are positive. According to the results of evaluation, learners who had adopted situated English learning system improved significantly in their English performance and increased their interests in learning English. This English learning environment combines the theory of situated learning can enlighten students converting abstract perception into concrete thinking. Moreover, this learning strategy can let students practice applications of words, phrases and sentences reflective to the situations which they are in. Those results further confirmed related theories of situated language teaching. Learners who were provided with reading guidance mechanism in learning system scored significantly higher in the post-test after English lessons than the other two groups did. We could learn from this phenomenon that including learning guidance support mechanism in the learning system and providing adequate reading articles to learners could efficiently reduce learning obstacles and increase learning efficiency. Besides, according to the analysis of questionnaire, most learners believed that articles recommended by the system were appropriate to the proficiency of learners, and they also believed this kind of learning system benefited English learning and satisfied the need of English learning. Currently, the system operates in a campus environment. However, it can surely extend to daily life situations to assist the general public in learning English. Future studies can add Intelligent Agents to the system to provide features such as automatic searches, screening, classification and filing of reading materials to effectively expand the Learning Material Database in order to enhance the richness and diversity of the reading contents. Moreover, we can focus on analyzing more detailed learning portfolio arguments during learning process. Those may include the relevance of the time spent on article reading, the influence on proficiency of learners and difficulty of articles, the possibility of auxiliary voice to improve reading pronunciation and the influence of weight coefficient differences on the formula of guidance mechanism. We expect that this study can provide perspectives and directions worthy of studying for academic research in related fields by subsequent detailed analysis and induction.
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ABSTRACT

Recently, computer technology and multimedia elements have been developed and integrated into teaching and learning. Entertainment-based learning environments can make learning contents more attractive, and thus can lead to learners' active participation and facilitate learning. A significant amount of research examines using video editing software to create video clips for digital storytelling activities. However, in this study, we suggest performing digital storytelling in virtual worlds with open-ended, edutainment elements, and place more stress on the writing process. The purpose of this study is to examine the effects of writing for digital storytelling on writing self-efficacy and on flow in the virtual reality learning environment known as Second Life. The researchers organized an activity for undergraduate students to create digital stories. Participants were divided into two groups. One group created their digital stories in Second Life. The other group created their digital stories off-line. The two groups’ independent sample t-tests were employed to compare writing self-efficacy and flow. The results of the experiment demonstrate that digital storytelling in a virtual learning environment is more effective than digital storytelling off-line. The findings of this study suggest that the technique of digital storytelling can be used effectively in classroom settings to teach writing.
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Introduction

Everyone has their stories to tell, and every day we hear from others about their experiences in the form of stories. Storytelling is a quintessentially human experience, whether conveying stories about oneself, others, or about the world (McDrury & Alterio, 2003). The stories can be real or fictitious. Storytelling is widely used in classrooms to enrich the learning experience. Storytelling is a natural method of human communication and is prevalent in all aspects of human social interaction. People tend to make better sense of complex ideas, concepts, or information when it occurs via storytelling (Chung, 2006). In this context, Ibanez et al. (2003), Mello (2001), and Sadik (2008) have said that storytelling can be used to enhance a student’s higher-order thinking and literacy skills, thereby increasing collaborative learning. Nowadays, with the rapid development of technology, a new version of storytelling is emerging: digital storytelling. Digital storytelling integrated with powerful technology can be an effective tool to enhance teaching and learning. The educational application of digital storytelling is attracting the attention of many educators (Chung, 2006; Lee, 2005; Robin, 2008; Sadik, 2008; Shin &Park, 2008).

Kang et al. (2003), Shin and Park (2008) define “digital storytelling” as storytelling that is conducted using digital technology as the medium or method of expression, in particular using digital media in a computer-network environment. Digital storytelling encompasses these key characteristics: Flexibility, universality, interactivity and community formation (Park & Seo, 2009). Flexibility in digital storytelling refers to the creation of a non-linear story using digital media technology (Gregori-Signes, 2008). Universality means that anyone can become the producer of digital stories, due to the wide availability of computers and easy-to-use software. Interactivity refers to the participation of users in the development of the stories using media characteristics that can be mutually exchanged.

Paul and Fiebich (2002) argue that digital stories can be presented in a variety of formats such as text web pages, a nonlinear interactive website, a digital song, a digital video(Chung, 2006), an online game, or a virtual reality world(Shin & Park, 2008). In particular, virtual reality learning environments have the potential to provide rich and engaging learning experiences for students that include investigation, discovery, and creation (Dickey, 2005; Park & Baek, 2009; Robin, 2008). Students experience ‘learning by doing’ while making a digital story. They perform multiple tasks within the virtual world as researchers, playwrights, designers, media producers, and educators (Chung, 2006).
Communication seems to be more effective when it occurs through digital storytelling. The student can experience storytelling activity in a virtual-reality learning environment such as Second Life. Second Life allows synchronous communication with others, using avatars to generate a sense of presence. Participants write their stories dynamically through interactive communication when they meet, visit the land, work, and talk to other residents of Second Life.

According to Robin (2007), writing is an essential part of the process of creating digital stories. Various research studies have verified the effectiveness of digital storytelling in improving students' writing skills (Ballast, Stephens, & Radcliffe, 2008; Gakhar & Thompson, 2007). It is, therefore, worth thinking about virtual worlds, which contain various multimedia components, as an ideal medium for digital storytelling. Creating digital stories in an immersive virtual location may attract and motivate people into writing unconsciously. Ultimately, digital storytelling may encourage people who don't like writing or who have no confidence in writing.

Over the past decades, a significant amount of research examined using video editing software (such as Windows Movie Maker) to create video clips for digital storytelling activity. However, in this study, we put more emphasis on the writing process and suggest performing digital storytelling in virtual worlds with open-ended, edutainment elements. The purpose of this study is to examine the effects of digital storytelling on writing self-efficacy and flow in the virtual reality learning environment such as Second Life virtual world.

Literature Review

Benefits and Procedures of Digital Storytelling in virtual worlds

Definitions of digital storytelling differ among researchers, but demonstrate several important similarities and main ideas. The definition from The Digital Storytelling Association (2002) describes digital storytelling as giving expression to old forms of storytelling in a modern way. People deliver their knowledge, values, and wisdom with stories. Emerging technologies make it possible to see such stories on the computer screen. According to Armstrong (2003), digital storytelling is the same as reading and writing stories. However, digital storytelling’s defining feature in education is that it shares information through multimedia.

The University of Houston (2009) Instructional Technology Department conducts studies examining the educational uses of digital storytelling. They suggest the following procedures for digital storytelling: In the first stage, the storyteller defines the parameters of the story. The learner should select a topic for the digital story. Next, he should search for image resources for the story (pictures, drawings, photographs, maps, and/or charts), audio resources (music, speeches, interviews, and/or sound effects), and informational content (perhaps from web sites, word processed documents, or PowerPoint slides). When the student has gathered all of his resources, he should begin thinking about the purpose of the story. Is the purpose to inform, convince, provoke, or question?

In the second stage, the storyteller organizes and selects specific audio, images, text, and other content for the story. He should import the images and audio into Photo Story. In this stage, the storyteller can modify the number of images and image order, if necessary.

In the third stage, the storyteller creates, records, and finalizes the story. He should decide on the purpose and point of view of the story and write a script that will be used as narration. He can record the narration with a computer microphone and import the narration into Photo Story. Finally, the digital story is finalized by saving it as a Windows Media Video (.wmv) file.

In the fourth stage, the storyteller presents the story and receives feedback. He can show the story to his colleagues and gather feedback about how the story could be improved, expanded, and used in the classroom. If well received, he can teach colleagues how to create their own digital story.

Digital storytelling has the potential to facilitate teaching and learning in the classroom. Consequently, many of teachers intend to utilize the technology in classrooms at all levels of schools, from K-12 to higher education. Digital storytelling, when it is integrated into the classroom setting, can be a compelling teaching method to gain and hold students’ attention. At the same time, it provides a creative and open-ended environment (Sadik, 2008). It is worth considering the application of digital storytelling in various subjects. When digital storytelling is integrated with
content areas and across the curriculum, it can be a way of expressing students' ideas and thoughts (Gakhar & Thompson, 2007; Lee, 2005; Shin & Park, 2008). This expression can promote learners' active participation and emphasize the active role of students rather than teachers. Therefore, it encourages student-centered learning. The following figure depicts how digital storytelling enhances the convergence of four student-centered learning strategies: student engagement, reflection for deep learning, project-based learning, and technology integration into the classroom (Barrett, 2006). These learning strategies can be facilitated through digital storytelling activities. All of the four strategies are attracting a great deal of attention from educators and teachers nowadays.

Figure 1. Convergence of student-centered learning strategies (Barrett, 2006)

Han (2007) contends that digital storytelling is a necessary element in producing edutainment learning contents. Edutainment is a core concept in creating learning contents in the 21st century. The word "edutainment" consists of "edu-" which is shortened from ‘education’, and "-tainment" which is shortened from ‘entertainment’. Baek (2005) states that with the rapid development of computer technology and multimedia elements, edutainment can make learning much more attractive, potentially facilitating learning and eliciting students' active participation.

Students must master a wide variety of skills in order to accomplish the creation of a digital story, including narrative styling, written composition, visual literacy, media literacy, as well as an understanding of film conventions (Banaszewski, 2005). It is challenging for students to create their own digital stories and simultaneously acquire such skills. Although challenging, we can expect digital storytelling to foster such skills.

Research on digital storytelling continues. Sanchez (2009) asserts that the form of digital storytelling in Second Life is similar to general digital storytelling. The difference between them is the type of final products. The final products of general digital storytelling are video clips which are 2-5 minutes long. However, when it comes to Second Life, the artifacts are objects which are used to present the stories, giving texture to the objects.

In the research administered by Sanchez (2009), the students were asked to write a story, use tools in Second Life to make a digital story, and finally present their stories on the wall inside a condo in Second Life which was made by the researcher beforehand. The audience avatars walked through the condo, and the student who made the digital story gave a narration of his story. Sanchez asserts that digital storytelling is a way of self-expression. He points out that when students are making digital stories in Second Life, they can see each other's work. He proposes that this is a type of asynchronous social learning and modeling.

On May 17, 2008, the Center for Digital Storytelling and the New Media Consortium held a conference in Second Life about “Storytelling in Virtual Environments”. Jen Friedberg, one of the speakers at the conference, said that storytelling in virtual worlds is beneficial. Accordingly, in virtual worlds, components of a story such as images and learning contents can be presented as realistic and vivid, almost similar to the real world. The users who see the digital story will have a strong sense of being there, so that will make it difficult to feel that they are using a computer. She suggests that it is advisable to properly utilize new powerful tools to present stories.

Kelleher and Pausch (2005) utilized a program called “Storytelling Alice” to inspire middle school girls’ interest in programming. Storytelling Alice is a tool for creating 3D virtual world as a form of storytelling. Shin and Park (2008) conducted a study about digital storytelling in a virtual world, and verified the effect of digital storytelling type on learners’ involvement and comprehension. Three scenarios of digital storytelling were performed: one where
the audience only listened, one where the audience listened and interacted, and finally one where the audience participated in constructing the environment of the story. The results showed that students were more engaged and enthusiastic in the third scenario. The study demonstrates that the realistic story environment of the 3D virtual world made a significant contribution to students’ active engagement. Ibanez, Aylett, and Ruiz-Rodarte (2003) proposed storytelling in virtual environments from a virtual guide perspective. The guide navigates the virtual environment by storytelling.

Writing in Digital Storytelling

Although the ultimate purpose of digital storytelling is to tell the story to the audience, story writing is also important. A good script makes the digital story more effective and successful. Robin (2007) stresses story writing, describing how people usually spend more "digital" time searching for images and audio files rather than on the story itself. In contrast, he emphasizes that the process of selecting a meaningful topic and writing the story about the topic is the most important process in digital storytelling. When students pay more attention to the writing process, they will have ownership of their stories. Likewise, students will be motivated and engaged in the process of digital storytelling. In summary, although digital elements are important, writing should not be neglected, because it is an essential part of digital storytelling.

Gakhar and Thompson (2007) point out that digital storytelling provides students with opportunities to write creatively and organize thoughts in coherent ways, by designing and producing realistic artifacts. They also demonstrate that digital storytelling can improve students' writing skills, critical thinking skills, and media literacy.

Ballast, Stephens, and Radcliffe (2008) utilized digital storytelling as a means of improving students’ writing. They examined the effects of digital storytelling on sixth grade students’ writing and their attitudes toward writing. The experimental group was asked to craft a digital story with Photo Story. The control group was asked to convert a story which was written in advance into a word document, and then upload it to a class online magazine. At the end of the course, the researcher interviewed the students about the revisions they had made in the process of creating their digital stories. According to the interview data, the researchers found that the students in the experimental group were more engaged in digital storytelling and paid more attention in revising their writing compared to the control group who did not create digital story. The traditional writing group edited their writing merely by checking spelling and counting words. The digital storytelling group edited their stories more carefully by choosing appropriate words, adjusting the sequence of sentences, or removing sentences.

Warburton and Perez-Garcia (2009) reviewed multi user virtual environments, mainly Second Life. They examined the advantages of virtual environments and Second Life. First, virtual worlds can assist in visualizing and contextualizing objects we cannot see because of distance and monetary restrictions, or things which cannot be seen in real life situations. Second, there are a variety of interactions, including avatar-to-avatar interaction and avatar-to-object interaction. Third, the user is presented as an avatar, feeding the sense of really being in a virtual environment, unconscious of the mediation of the computer. Such feelings of immersion in virtual worlds enrich learners’ experiences.

Digital storytelling gives expression to the ancient art of storytelling in a modern way. Multimedia components, such as images, sound, music, and others, are added to present the story. General digital storytelling is edited with software, such as Windows Movie Maker, Apple iMovie, and Adobe Premiere. However, the 3-D virtual world of Second Life maximizes the effects of multimedia, potentially employing components such as 3-D objects, images (snapshots), sounds, videos, and others. According to Sanchez (2009), in Second Life, digital storytelling follows the same premise as general digital storytelling. However, the key difference is that instead of creating a video, students create an experience or a space in which others can walk through their stories.

In spite of the educational potentials that virtual environments have, little research has been conducted about teaching writing in virtual environments, such as games and virtual worlds. In research conducted by Warren and Dondlinger (2008), a multi-user virtual environment named Anytown was used to support students’ writing, on the basis of Problem-Based Learning. In Anytown, learners are required to take the role of cub reporters. A series of mysterious events were embedded in this MUVE including a burning building and strange lights emanating from the town’s river. Learners should investigate these events in order to complete their writing tasks. The findings from this
research showed that learners acquired improvements in their writing performance in comparison to the traditional form of writing. Mayo (2004) developed a multi-player interactive game called Story world Builder, which was designed to motivate learners to write better. In this game, learners design and build a virtual place as the environment for their stories. They play active roles in the virtual environment as characters within the story. The program saves the transcript. The students write their stories using the transcript.

Research questions

This study aims to better understand the impact of digital storytelling on student learning, in particular when students actively engage in the storytelling process. The object is to find a meaningful difference in writing for digital storytelling on writing self-efficacy and flow between learners who use virtual reality learning environment and those who use Windows Movie Maker off-line.

Research Methods

Participants, settings and procedures

The target population for this study consisted of sixty-four undergraduate university students in South Korea. They were from two classes taking “Media Production for Teaching and Learning” at the Korean National University of Education. There were 32 students in each class. Their ages ranged from 20 to 22 years old. One class was selected to perform digital storytelling in the virtual world of Second Life, and the other class was selected to perform digital storytelling off-line utilizing the video editing software Windows Movie Maker.

In this study, participants were divided into two groups. One group performed digital storytelling off-line, utilizing Windows Movie Maker. Another group performed digital storytelling in Second Life. The off-line group followed the procedures of general digital storytelling suggested by the University of Houston. The activity for the Second Life group was designed by the author of this study. The procedures were as follows:

Step 1) Introduction to Second Life

Ask students to make an account of Second Life. Then, introduce the basic functions of Second Life, such as walking, flying, teleporting, communicating, object building. Also teach students how to search for freebie items, how to upload images, how to take snapshots, and how to buy items.

Step 2) Introduction to Digital Storytelling

Teach the definition and procedures (step 3 to step 7) of digital storytelling, and demonstrate an example of digital storytelling in Second Life.

Step 3) Story topic: Travelling through spaces and time

The topic of the story is travelling through spaces and time. They can create the story; it can be real or imaginary.

Step 4) Imagination of the story

The students do team work. A team consists of five to six students. Because there are 32 students in a class, four teams consist of five members, and the other two teams consist of six members. In this step, students travel through the places in Second Life that they like and capture photos of the places they plan to use in their story. They should get ideas from the places they visit in Second Life, and then gather ideas to compose a story.
Step 5) Writing the story

On the basis of step 4, students write down the story in a Word Processing file.

Step 6) Creating the environment of the story in Second Life

After writing the story, pick out the main sentences and add them into the images they captured. Then, build panels and upload the images to create the environment. Finally, arrange the panels in the sequential order, so that other Second Life residents can walk through the same path and see the story. Throughout this process, the learners should try to uncover some shortcomings in their writing, continuously going back to step 5 to modify their stories. Then they can create the environment again, according to the modified story. Repeat this process until the story is completed.

Step 7) Sharing stories

In this step, each team tells their story. One student should narrate. Other students should be the audience. Afterwards, they can give advice to each other.

Instruments

The primary tool used in this study was the virtual world called Second Life. Additionally, two kinds of tests were administered: first, the test of writing self-efficacy, and second, the test of flow state. Both of them included a pretest and a posttest. Each test was administered twice, before and after the experiment. Details about the tests are described below.

Second Life virtual learning environment for digital storytelling

Second Life is a 3D virtual world imagined and created by its residents. Since it was launched in 2003, Second Life has attracted attention from educators all over the world as an instructional technology platform (Park et al., 2008; Sanchez, 2009). Academic institutions from at least 14 countries are engaged in Second Life. The number of institutions is more than 150 (Foster, 2007). Recently, Second Life has been the most popular multi-user virtual environment used in education (Warburton & Perez-Garcia, 2009). Residents in Second life are presented as avatars. They can easily build, walk, fly, and teleport to anywhere they want to go in the virtual environment. There are also communication tools, like Instant Message, Local Chat, Note card, and Voice Chat. The functions integrated with its interface make it possible to build an environment in which digital storytelling can take place.

Test of Writing Self-Efficacy (Pre-post Test)

The writing self-efficacy questionnaire by Pajares and Valiante (2001) was used in this study. The questionnaire consists of 10 questions measured on a ten-point Likert scale. The total score of this test is 100 point. The reliability of this test is .88 (Cronbach’s α). In this study, the questionnaire was modified and translated into Korean.

<table>
<thead>
<tr>
<th>Table 1. Writing self-efficacy test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Content of Item</td>
</tr>
<tr>
<td>1. I can write down my opinion without wandering away from the subject.</td>
</tr>
<tr>
<td>2. I can make the story that contains a subject have powerful impression.</td>
</tr>
<tr>
<td>3. I can construct simple sentences using appropriate grammar.</td>
</tr>
<tr>
<td>4. I can write a well organized and systemized article, which consists of introduction, main body, and conclusion.</td>
</tr>
<tr>
<td>5. I can complete a sentence with a proper conclusion.</td>
</tr>
<tr>
<td>6. I can appropriately use verbs, prepositions, adjectives, and so on.</td>
</tr>
</tbody>
</table>
7. I can construct appropriate dialogue.
8. I can use correct words to make a sentence
9. I clearly know the place where should I place emphasis in a sentence.
10. I can structuralize paragraphs, to verify the main idea of the topic sentence.

**Flow State Scale (Pre-post Test)**

The flow scales are self-report instruments designed to assess the construct of flow, or optimal experience. The Flow State Scale was developed by Jackson and Eklund (2004). The scale was developed on the basis of Csikszentmihalyi (1990)'s flow theory. It contains of 36 items assessed on a five-point Likert scale. The reliability (Cronbach’s α) of the test in this study is .95.

**Research Design**

A quasi-experimental analysis was carried out in two classes at Korea National University of Education, during 6 weeks in the second semester of the 2009 academic year. In this study, the activity of writing for digital storytelling was the independent variable. The dependent variables were writing self-efficacy and flow. There were two groups in this study. One group performed digital storytelling in Second Life, and another group created their digital stories offline. Two-independent samples t-tests and multivariate analysis were used to compare the changes in writing self-efficacy between two groups, and also changes in flow score between two groups.

\[
\begin{array}{cccccccc}
G_1 & O_1 & O_2 & X_1 & O_3 & O_4 \\
G_2 & O_5 & O_6 & X_2 & O_7 & O_8 \\
\end{array}
\]

G₁ : Second Life Group / G₂ : Off-line Group
O₁, O₅ : Writing Self-Efficacy Pre-test/O₂, O₆ : Flow State Pre-test
X₁ : Writing for Digital Storytelling in Second Life / X₂ : Writing for Digital Storytelling Off-line
O₃, O₇ : Writing Self-Efficacy Post-test / O₄, O₈ : Flow State Post-test

**Results**

The main purpose of this study was to examine the effects of writing for digital storytelling on writing self-efficacy and on flow in the virtual world of Second Life. In this study, one of the groups created their digital stories in Second Life, and the other group created their digital stories off-line with Windows Movie Maker. Before and after the activity of digital storytelling, students' writing self-efficacy and flow were measured using the tests mentioned above in the research methodology section. Two-independent sample t-tests and multivariate analysis were performed using the SPSS 17.0 statistics program. The changes in scores of writing self-efficacy between the two groups were compared, and the changes in scores of flow between the two groups were also compared. This test was found to be statistically significant. The following table summarizes the results of the two-independent samples t-tests and multivariate analysis.

<table>
<thead>
<tr>
<th></th>
<th>Group</th>
<th>N</th>
<th>M</th>
<th>SD</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Writing Self-Efficacy</td>
<td>Second Life Group</td>
<td>32</td>
<td>6.63</td>
<td>7.76</td>
<td>2.307</td>
<td>0.024*</td>
</tr>
<tr>
<td></td>
<td>Off-line Group</td>
<td>32</td>
<td>2.50</td>
<td>6.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flow</td>
<td>Second Life Group</td>
<td>32</td>
<td>3.67</td>
<td>.16</td>
<td>13.641</td>
<td>0.001***</td>
</tr>
<tr>
<td></td>
<td>Off-line Group</td>
<td>32</td>
<td>3.07</td>
<td>.19</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Correlation is significant at the 0.05 level.  ***Correlation is significant at the 0.001 level.
As indicated in Table 2, the difference in the mean change score of writing self-efficacy between the two groups was significant, \(t(62)=2.307, p<.05\). The mean change score of writing self-efficacy in the Second Life group (M=6.63, SD=7.76) was significantly higher than that of the off-line group (M=2.50, SD=6.49). The alpha level was .05. The total mean score of writing self-efficacy is 10 point. The mean change score has been improved 4.13 point. Namely, the activity of writing for digital storytelling was effective in improving students' writing self-efficacy.

The difference in the mean change scores of flow between the two groups was significant, \(t(62)=13.641, p<.001\). The mean change scores of flow in the Second Life group (M=3.67, SD=.16) was higher than that of the off-line group (M=3.07, SD=.19). The alpha level was .001. The total mean score of flow is 5 points. The mean change score has been improved .60 point. It indicates that the activity of writing for digital storytelling in Second Life is effective in enhancing students' flow level. The experiment results demonstrate that digital storytelling in Second Life is more effective than digital storytelling off-line.

The flow scales assess 9 dimensions of flow. The scale consists of 9 sub-categories containing a total of 36 items. *From flow scale characteristic* there is a close correlation among sub-category variables of flow. We used multivariate analysis to verify the variations in flow level among sub-category variables. Results of the post-flow multivariate analysis of the relationship between the groups are displayed in Table 3. According to the result, there was significant difference between virtual reality learning group looks like Second Life and off-line with movie maker for digital storytelling (\(\lambda=.003, p=.001\)). In other words, the group that performed the digital storytelling activity in Second Life experienced a higher level of immersion than the group that did the digital storytelling activity with Windows Movie Maker.

**Table 3. Results of multivariate analysis for flow (Wilks’ \(\lambda=0.003***, p<0.001\)**

<table>
<thead>
<tr>
<th>Variance Sources</th>
<th>M</th>
<th>SD</th>
<th>F</th>
<th>p</th>
<th>(\eta^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Challenge-Skill Balance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Life(n=32)</td>
<td>3.69</td>
<td>.25</td>
<td>117.474***</td>
<td>.001</td>
<td>.655</td>
</tr>
<tr>
<td>Movie Maker(n=32)</td>
<td>2.94</td>
<td>.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Merging of Action and Awareness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Life(n=32)</td>
<td>2.53</td>
<td>.12</td>
<td>72.145***</td>
<td>.001</td>
<td>.538</td>
</tr>
<tr>
<td>Movie Maker(n=32)</td>
<td>2.03</td>
<td>.31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clear Goals</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Life(n=32)</td>
<td>3.86</td>
<td>.16</td>
<td>46.721***</td>
<td>.001</td>
<td>.430</td>
</tr>
<tr>
<td>Movie Maker(n=32)</td>
<td>3.50</td>
<td>.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unambiguous Feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Life(n=32)</td>
<td>3.84</td>
<td>.20</td>
<td>119.370***</td>
<td>.001</td>
<td>.658</td>
</tr>
<tr>
<td>Movie Maker(n=32)</td>
<td>3.23</td>
<td>.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Concentration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Life(n=32)</td>
<td>3.45</td>
<td>.27</td>
<td>4.740*</td>
<td>.033</td>
<td>.071</td>
</tr>
<tr>
<td>Movie Maker(n=32)</td>
<td>3.30</td>
<td>.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sense of Control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Life(n=32)</td>
<td>3.36</td>
<td>.16</td>
<td>18.036***</td>
<td>.001</td>
<td>.225</td>
</tr>
<tr>
<td>Movie Maker(n=32)</td>
<td>3.48</td>
<td>.06</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loss of Self-Consciousness</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Life(n=32)</td>
<td>3.98</td>
<td>1.03</td>
<td>117.952***</td>
<td>.001</td>
<td>.655</td>
</tr>
<tr>
<td>Movie Maker(n=32)</td>
<td>3.57</td>
<td>.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time Transformation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Life(n=32)</td>
<td>4.33</td>
<td>.38</td>
<td>62.984***</td>
<td>.001</td>
<td>.504</td>
</tr>
<tr>
<td>Movie Maker(n=32)</td>
<td>3.58</td>
<td>.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Autotelic Experience</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second Life(n=32)</td>
<td>3.94</td>
<td>.25</td>
<td>10.145**</td>
<td>.002</td>
<td>.141</td>
</tr>
<tr>
<td>Movie Maker(n=32)</td>
<td>3.56</td>
<td>.62</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Correlation is significant at the 0.05 level.** Correlation is significant at the 0.01 level.*** Correlation is significant at the 0.001 level.

From the results of the Multivariate Analysis of Variance (MANOVA), among the nine categories of flow (challenge-skill balance, merging of action and awareness, clear goals, unambiguous feedback, total concentration, sense of control, loss of self-consciousness, time transformation, autotelic experience), a significant difference existed among digital storytelling groups (Wilks’ \(\lambda=.003, p<0.001\)). Wilks’ \(\lambda\) represents the part of within-group variation against total variation, where a Wilks’ \(\lambda\) close to 0 means that differences between groups are major. According to \(\eta^2\), which represents the explanatory power of the independent variable, 66% of total change score can
be explained as the contribution of challenge-skill balance, 54% as the contribution of merging of action and awareness, 43% as the contribution of clear goals, 66% as the contribution of unambiguous feedback, 7% as the contribution of total concentration, 23% as the contribution of sense of control, 66% as the contribution of loss of self-consciousness, 50% as the contribution of time transformation, 14% as the contribution of autotelic experience. The main factors contributing to digital storytelling in virtual worlds are challenge-skill balance, unambiguous feedback, and loss of self-consciousness.

The virtual environment like Second Life can provide players balanced challenge and skill. This makes players motivated and engaged in the activity of digital storytelling. In virtual worlds, students can see their stories intuitively, in the whole process of creating digital stories. Thus, they can find problems in their stories, and make revisions more easily. This can be considered as a kind of intrinsic feedback. Learners are represented as avatars, and who participated in the digital storytelling activity is also the avatar. Avatar is the agents of students. Therefore, when students are totally involved in the activity in the virtual world, they can’t even be conscious of themselves. All three elements are an important factor that leads to flow, in the activity of digital storytelling in virtual worlds.

**Conclusion and Suggestions**

Change increasingly defines the nature of storytelling in an information age. Storytelling is rapidly and continuously changing as new technologies for information and communication emerge and users craft new methods for employing these technologies. Moreover, these new technologies for information and communication permit the exchange of even newer technologies and visions for their use. This speeds up the already rapid pace of change in the forms and functions in virtual worlds, increasing the complexity of the challenges we face as we consider how to prepare students for their virtual reality environment.

Meaningful technological integration is defined as curricula utilizing authentic tasks that intentionally and actively help learners to construct their own meanings from thinking about experiences (Jonassen et al., 1999). Digital stories are a form of communication and as they are created, students apply critical thinking skills while selecting the appropriate media to convey the story’s message to the audience. It provides the student with a learning environment to apply communication skills, work collaboratively, and think critically while addressing content and technology standards.

The purpose of this study was to examine the effects of writing for digital storytelling on writing self-efficacy and on flow in a virtual learning environment such as Second Life. Through statistical analysis, we can conclude that digital storytelling in Second Life is more effective than digital storytelling off-line. Writing self-efficacy and flow can be improved through actively engaging in writing for digital storytelling in a virtual-reality learning environment similar to Second Life.

The findings of this study have implications for teachers of writing. Digital storytelling can be used in classroom settings as a means of teaching writing. In the virtual world, students can visit virtual places using the teleporting function, without any constraint of time and space. It can stimulate their imaginations and encourage more creative writing. Then they can visualize the stories they imagine, by creating objects and changing the forms of those objects, thereby realistically enacting their stories. Through the visualization, they can see the structure of the whole story clearly. It will help them to identify and correct mistakes they have made, to construct a solid logical structure, and to rearrange their thinking in a logical way.

As virtual reality technology has advanced, it has been widely touted as a major advance that can offer meaningful support for educational purposes. There are several ways in which VR technology is expected to facilitate learning. One of its unique capabilities is the ability to provide students with the opportunity to learn in open-ended learning environments and to interact in ways that distance, time, or safety factors make unavailable. The type of activities supported by this capability allows for the prospect that students will be better able to master, retain, and share new knowledge as they actively engage in constructing knowledge in virtual learning environments. Jakes and Brennan (2005) propose that, in the future, digital storytelling can be a potent learning experience that encompasses much of what society hopes that students will know and be able to perform in the future classroom.
References


Ballast, K., Stephens, L., & Radcliffe, R. (2008). The Effects of Digital Storytelling on Sixth Grade Students' Writing and Their Attitudes about Writing. In K. McFerrin et al. (Eds.), Proceedings of Society for Information Technology and Teacher Education International Conference 2008 (pp. 875-879). Chesapeake, VA: AACE.


Exploring Gender Differences in SMS-Based Mobile Library Search System Adoption

Tiong-Thye Goh

School of Information Management, Victoria University of Wellington, New Zealand // tiong.goh@vuw.ac.nz

ABSTRACT

This paper investigates differences in how male and female students perceived a short message service (SMS) library catalog search service when adopting it. Based on a sample of 90 students, the results suggest that there are significant differences in perceived usefulness and intention to use but no significant differences in self-efficacy and perceived ease of use between genders. The findings reveal that SMS efficiency has a significant influence on self-efficacy for males but not for females. Online Public Access Catalog (OPAC) experience has a stronger but less significant influence on self-efficacy for females but very little influence for males. Perceived usefulness is still the driving force behind intention to use for both genders. The findings suggest that factors influencing self-efficacy and its impact on Technology Acceptance Model (TAM) constructs are different for each gender. The implications of these findings are discussed for both researchers and practitioners.
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Introduction

According to the Australian and New Zealand Institute for Information Literacy (ANZIIL) framework (Bundy, 2004), one of the core competencies for the information literate person is the ability to find needed information effectively and efficiently. Competency in information literacy through the learning of fundamental library skills such as information seeking is critical for academic success and survival (Macpherson, 2004). In addition, to be a lifelong learner one needs to demonstrate and acquire the ability to retrieve information using a variety of media (Candy et al., 1994). Hence individual learners, both male and female, who can become proficient with new search technology will be well prepared both in school and the wider society.

Previous research has identified gender to be a strong predictor of attitudes and behavior in internet information seeking and a demographic factor that strongly influences information behavior (Weiser, 2000; Roy & Chi, 2003). These behaviors include verbal and learning skills, spatial orientation and interest in computers (Hupfer & Detlor, 2006). However, limited research has been done on gender differences in mobile library search systems. Understanding gender differences allows us to develop better strategies and systems to assist individual learners to acquire needed information literacy skills and contribute to better learning experiences and academic success (Macpherson, 2004).

Research has identified gender differences in the use of technology and especially in information communication technology (ICT) (Selwyn, 2007). For example, research has shown that females are normally less confident than males in handling technology such as computer software. The research conducted by Madigan et al. (2007) to compare students’ skills in four major technology domain areas indicated that first-year female students showed less confidence in using computer technology and they did not perceive themselves as competent technology users. Being less confident will have implications for how individuals perceive self-efficacy toward ICT. The research by Hartzel (2003) identified that female students tend to have a lower self-efficacy than male students while using software packages. In software training, the genders also differ in training satisfaction. Bradley and Lee (2007) reported that females had significantly lower levels of satisfaction with enterprise resource planning (ERP) training and they wanted to receive more training than males. In the context of mobile service adoption, Sohn and Lee (2007) discovered females are more inclined to adopt text messages than males, perhaps due to self-presentation and willingness (Sohn & Lee, 2007). Evidently, the different behaviors can significantly affect the ways in which technology enhanced learning, organization training and services should be delivered in order to achieve better acceptance, satisfaction and engagement from learners.

Using an extension of the Technology Acceptance Model (TAM), Gefen and Straub (1997) in their study on the perception and use of email indicate that women and men differ in their perceptions of social presence, usefulness, and ease of use but not in the use of email. Their investigations were based on gender having a direct impact on the four dominant antecedents but not on how each gender moderates the impact on the use of email. Venkatesh and
Morris (2000) extended the Technology Acceptance Model to study the moderating effect of gender on software use. Their findings suggest that men treat perceived usefulness as an important factor in deciding to use software while women treat perceived ease of use as the dominant factor in deciding to use software. In a closely related study of a mobile chat service, Nysveen et al. (2005) investigated the moderating effect of gender by including the Theory of Reasoned Action in the Technology Acceptance Model. Their findings suggest that females treat social norms and intrinsic motives as important determinants in using mobile chat services but ease of use has little impact on their intention to use. Amin (2007) adopted a model similar to that of Nysveen et al. (2005) in a study of a SMS mobile banking service. The study revealed that perceived expressiveness, perceived ease of use and social norms are the important determinants for intention to use SMS banking among female students. Conversely, perceived usefulness and perceived system quality are the important determinants for using SMS banking among male students.

These studies clearly demonstrate that research on gender and mobile technology adoption theory is an important aspect of information systems and learning research but has not yet been fully explored. In particular research is limited in the context of learning support and mobile information search. Therefore we propose to investigate gender differences with regard to a SMS based library catalog search system using a modified Technology Acceptance Model. We anticipate that it will lead to further research on gender issues in other forms of mobile search technologies that support learning and information literacy skills. By understanding the gender effects, our aim is to develop appropriate strategies that enhance the adoption and diffusion of mobile search services as an essential channel to support learning activities. SMS technology can be an effective platform for health education, mobile and blended learning, and for effective learning support in developing countries (Nokia, 2010; UN Foundation, 2009) and its potential should not be overlooked.

**SMS-Based Services within the Library Sector**

Academic libraries need to offer innovative services in order to provide quality service to students and adult learners (Lukasiewicz, 2007). For example, various enquiry channels such as telephone, email, and instant messages have been integrated into reference services (Hill et al., 2007) to provide better support to learners. With the immense popularity and adoption of text messaging services, SMS is now being used in many reference services to provide an additional channel of service. For instance, the Southbank Institute of Technology in Australia adopted a SMS reference service (Herman, 2007). Using MessageNet (2008) students can send SMS queries to the service section. The SMS is routed to a common email mailbox and service staff can reply to the user using the email to SMS facility. Two advantages of using SMS are that it could alleviate any spoken language difficulties of international students, and that it is part of youth culture. Another library pioneering the use of SMS technology for its services is Curtin University Library. Curtin adopted a “SMS a Query” system which allows users to send a query to the reference section via SMS (Giles & Grey-Smith, 2005). The message is also routed to a mailbox and staff can reply to the query directly from the email to SMS facility. Overall, users have responded well to the SMS query for reference service. A slightly different solution is the SMS to Web-based queries system. Adopted by the Helsinki University of Technology Library, the “library in your pocket” system utilized Liblet middleware that translates SMS messages into a Web-based queries system and vice versa (Pasanen & Muhonen, 2002). Unlike other SMS services, the system is a very comprehensive mobile service. It can send notices, reminders, reservations, and general queries, check the availability of individual items and allow renewal of borrowed items, and paying of fees. The service however required pre-registration. During its pilot phase it had more than 600 registered mobile users. Feedback from users was also very positive. A recent development is the SMS based “My Info Quest” (MIQ) collaborative distributed reference service which was reported to attract thousands of patrons (Jensen, 2010). While these examples demonstrate that SMS technologies have been gradually introduced in academic libraries they are definitely not widespread. A recent survey by Parker (2007) found only 50 English language libraries in the world adopting some form of SMS services. There is a need to further understand the adoption issues of SMS technologies in the library sector. This paper provides a timely insight into more specific gender differences in adopting a proposed SMS based library search and reservation system.

**Mobile Catalog Search**

Traditionally, library catalogs were searched through card catalogs, and more recently through Online Public Access Catalogs (OPAC). Searching for information via mobile devices is becoming increasing popular. Most recently
OPAC has been transformed into AirPAC (Auckland Council, 2010) for the use of mobile devices. Other Internet search engine providers such as Google and Yahoo provide general mobile search or specific mobile search using mobile browsers. Specific mobile search services such as location search, directory discovery search, and voice activated search, hybrid search and photo mobile search are gaining momentum (Fox, 2008). These kinds of search interface are all very similar to the desktop search interface. However due to small screen size, optimization and content adaptation are necessary to achieve better user experiences. Some of these mobile search services looked at the issue of mobility and context awareness (Mihalic et al., 2005; Gorlenko & Merrick, 2003). Other advanced services intend to communicate with, for instance, other devices, objects of interest or friends in the user’s environment.

SMS text messaging has been widely adopted by the younger generation (Turel et al., 2007). The potential of SMS-based technology to enhance library services and engage with a younger generation of library users is evident. The system is also useful in developing countries where access to personal computers and the Internet is limited. The current study intends to investigate how each gender moderates the relationships and characteristics of SMS efficiency (SMSEFF), OPAC experience (OPAC), perceived self-efficacy (SE), perceived usefulness (PU), perceived ease of use (PEOU) and intention to use (IU) in relation to a proposed SMS-based library catalog system; we shall explain the details in a later section. Data will be collected via a survey of a purposeful and convenient sub sample. An early prototype of the SMS-based library catalog search system was developed for this purpose.

The SMS-Based Library Catalogue Search System Description

The current prototype system which was developed by the author is shown in Figure 1. The system consists of the user’s mobile phone, a SMS center, an interface mobile phone, a SMS interface, a software agent, and OPAC search engines. The SMS center is operated by the telecom operator. When a user inputs a SMS search keyword to his mobile phone, the message is routed through the carrier SMS center (SMSC). The SMSC identifies the interface phone number and passes the message to the interface mobile phone connected to the SMS interface. Upon receiving the SMS message which includes the input (search) keywords, the SMS interface software parses the message from the interface mobile phone and activates the software agent to trigger the OPAC search. The software agent can activate several different search engines that are available. Once the search has been completed, the result is returned to the sender in the form of either a SMS message via the interface mobile phone or an email. Alternatively, if the Internet server is connected to the SMSC via TCP/IP, then upon receiving the search keywords from a user, the SMSC passes this information to the Internet server and subsequently activates the software agent to perform the search. The result is returned to the SMSC to be forwarded to the sender’s mobile unit or sent as an email. In the long run, a direct connection between the SMSC and an Internet server is preferred. However, this would require the purchase of a SMSC account service with a carrier or a third party SMS service provider.

![Figure 1. SMS search system](image)

A series of screen shots of the prototype system is depicted in Figure 2 to show what will be displayed to the users via a mobile phone (or other type of mobile device).
Theoretical Development

The Technology Acceptance Model has been widely adopted as the basic framework for examining the adoption of various technologies (Lee et al., 2007; Park & Chen, 2007; Turel et al., 2007; Pedersen, 2006; Mallat et al., 2006; Lai, 2004; Dennis et al., 2003; Venkatesh et al., 2002; Kishore et al., 2001). Figure 3 shows the research model which was modified from the original TAM developed by Davis (1989). SE is an important factor in the use of electronic library systems (Ramayah & Aafaqi, 2004; Waldman, 2003); therefore this paper adds the SE into the research model. Moreover, according to Gefen and Straub (1997), gender difference also plays an important role in technology adoption; thus this paper adds gender as a moderator variable. The model hypothesizes that gender has a moderating effect on the relationships between OPAC experience and SE, SMSEFF and SE, SE and PEOU, SE and PU, SE and IU, PEOU and PU, PEOU and IU, and PU and IU.
Perceived Self-Efficacy

Wood and Bandura (1989, p. 408) provide a definition of perceived self-efficacy as “beliefs in one’s capabilities to mobilize the motivation, cognitive resources and courses of action needed to meet a given situation’s demands.” Self-efficacy is an important construct supported by social cognitive theory. An early study by Igbaria and Iivari (1995), who examined the influence of self-efficacy on computer usage, showed that SE had an indirect influence on usage through PEOU and PU. A study by Ramayah and Aafaqi (2004) on the impact of SE and cognitive beliefs toward technology adoption in e-library usage among students in a Malaysian university concurred that SE has a significant direct impact on PU and PEOU in e-library usage but no direct impact on usage. Venkatesh and Morris (2000) argued that women typically display lower SE, lower computer aptitude and higher computer anxiety than men. A higher level of anxiety can lead to a lower level of SE and subsequently influence outcome expectations (Compeau & Higgins, 1995). In the context of TAM, Chau (2001) argued that PU reflects a person’s beliefs or expectations about outcomes. Hence computer SE may be an important factor affecting PU. Therefore, a lower level of SE is likely to lead to lower levels of PEOU, PU and IU. Based on these arguments, we propose the following hypotheses:

H1: SE will influence IU more strongly for females than males.
H2: SE will influence PU more strongly for females than males.
H3: SE will influence PEOU more strongly for females than males.

Previous Experience

According to Bandura (1994) one way that individuals form their self-efficacy beliefs is by constructing information from their previous experience. Previous experience has been found to be associated with SE. Task complexity can influence SE as indicated in a study by Chang (2005). In a study on software adoption Hartzel (2003) showed that women’s SE increased more than men’s after a more complex task-specific experience. In this study, the use of an OPAC can be argued to be more complex than sending SMS. The OPAC is a more complex system because of its various searching interfaces. Moreover SMS is widely used by both male and female students. Therefore one can argue that OPAC experience will have more salient impact on SE for females than males and skills in sending SMS will have less salient impact for females than males. Hence we hypothesize that:

H4: SMSEFF will influence SE more strongly for males than females.
H5: OPAC experience will influence SE more strongly for females than males.
Perceived Ease of Use

Davis (1989, p. 320) refers to perceived ease of use as “the degree to which a person believes that using a particular system would be free of effort.” SMS is used widely by both male and female university students and can be regarded as a simple tool. It is likely that both genders will assess the ease of use of the system equally. Venkatesh and Morris (2000) suggested that females have lower SE, lower computer aptitude and higher computer anxiety compared to men and proposed that the influence of perceived ease of use on the intention to use IT is stronger for females than for males. On the other hand, Ong and Lai’s (2006) findings suggested that PEOU is more salient in determining PU for females than males. Based on these arguments, we hypothesize that:

H6: PEOU will influence IU more strongly for females than males.
H7: PEOU will influence PU more strongly for females than males.

Perceived Usefulness

According to Venkatesh and Morris (2000) males tend to exhibit stronger and more sensitive attitudes toward task-oriented and instrumental applications of IT than females. Mobile search is a task-oriented activity and there is reason to believe that the influence of PU on IU regarding the search system is stronger for males than for females. We hypothesize that:

H8: PU will influence IU more strongly for males than females.

Methodology

Subjects

The target respondents of this study were university students who had experience in using the university’s OPAC and send SMS regularly. Table 1 summarizes the background information of the participants. A quantitative approach was taken and a survey questionnaire was the data collection instrument for this study. Prior to data collection, a series of screenshots similar to Figure 2 were displayed which explained the functions and features of the system. All returned questionnaires were manually checked to ensure there were no missing or ambiguous answers. A total of 112 questionnaires were received out of the 130 distributed, of which 9 were incomplete and were therefore excluded from the final analysis. A sample of 90, representing 87.3% of the population, was analyzed for the 16-25 year age group which represents the younger generation. Given the small sample size, structure equation modeling (SEM) was not advisable (Hair et al., 1998; Gefen et al., 2000). A sample of at least 30 is required for linear regression with appropriate power (Gefen et al., 2000; Cohen, 1992) while a sample size of 150-200 is recommended for SEM (Gefen et al., 2000). Hence linear regression is adopted for the analysis.

Measures

The questionnaire consisted of four parts. The first part comprised demographic questions. The second part focused on the cognitive belief constructs PU and PEOU. Under PU, six statements were presented and respondents were asked to rate them from 1 (very unlikely) to 7 (very likely) to investigate whether they perceived the proposed system to be useful. Another six statements were presented for PEOU of the proposed system and again, respondents were asked to rate them from 1 (very unlikely) to 7 (very likely). These statements were adapted from Davis (1989) and were to serve as an initial stimulus.

The third part of the questionnaire investigated the perceived SE of the respondents toward the proposed system. This part of the questionnaire was based on Compeau and Higgins’ (1995) work on computer SE that examined one’s perceived ability to use an unfamiliar piece of software. Ten statements/conditions were included in this part of the questionnaire to solicit respondents’ perception of whether they could use the proposed system under a variety of conditions. For each of the conditions, respondents were asked to indicate whether they thought they would be able to complete their task using the proposed system, and for each of the conditions for which they answered ‘yes’, they
were asked to rate their confidence in their original judgment by selecting a number from 1 (not at all confident) to 7 (totally confident).

Finally, the fourth part of the questionnaire investigated the participants’ IU of the proposed system.

Table 1. Participants’ background information

<table>
<thead>
<tr>
<th>Variables</th>
<th>Frequency</th>
<th>Male</th>
<th>Female</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>N=90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>55</td>
<td></td>
<td></td>
<td>61.1</td>
</tr>
<tr>
<td>Female</td>
<td>35</td>
<td></td>
<td></td>
<td>38.9</td>
</tr>
<tr>
<td>Age</td>
<td>N=90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-20</td>
<td>67</td>
<td>42</td>
<td>25</td>
<td>74.4</td>
</tr>
<tr>
<td>21-25</td>
<td>23</td>
<td>13</td>
<td>10</td>
<td>25.6</td>
</tr>
<tr>
<td>Year in university</td>
<td>N=90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st</td>
<td>58</td>
<td>36</td>
<td>22</td>
<td>64.4</td>
</tr>
<tr>
<td>2nd</td>
<td>23</td>
<td>12</td>
<td>11</td>
<td>25.6</td>
</tr>
<tr>
<td>3rd</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>5.6</td>
</tr>
<tr>
<td>4th</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>5th</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1.1</td>
</tr>
<tr>
<td>OPAC experience</td>
<td>N=89*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;2 years</td>
<td>21</td>
<td>12</td>
<td>9</td>
<td>23.3</td>
</tr>
<tr>
<td>1-2 years</td>
<td>23</td>
<td>12</td>
<td>11</td>
<td>25.6</td>
</tr>
<tr>
<td>&lt;1 year</td>
<td>45</td>
<td>30</td>
<td>15</td>
<td>50.0</td>
</tr>
<tr>
<td>Mobile phone user</td>
<td>N=89*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.1</td>
</tr>
<tr>
<td>1-2 years</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>2.2</td>
</tr>
<tr>
<td>2-4 years</td>
<td>23</td>
<td>17</td>
<td>6</td>
<td>25.6</td>
</tr>
<tr>
<td>4-6 years</td>
<td>32</td>
<td>17</td>
<td>15</td>
<td>35.6</td>
</tr>
<tr>
<td>&gt;6 years</td>
<td>31</td>
<td>19</td>
<td>12</td>
<td>34.4</td>
</tr>
<tr>
<td>SMS usage</td>
<td>N=90</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>&lt;5 msg / day</td>
<td>6</td>
<td>5</td>
<td>1</td>
<td>6.7</td>
</tr>
<tr>
<td>5-10 msg / day</td>
<td>29</td>
<td>17</td>
<td>12</td>
<td>32.2</td>
</tr>
<tr>
<td>&gt;10 msg / day</td>
<td>52</td>
<td>31</td>
<td>21</td>
<td>57.8</td>
</tr>
<tr>
<td>SMS efficiency</td>
<td>N=89*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Novice</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2.2</td>
</tr>
<tr>
<td>&gt; Novice</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1.1</td>
</tr>
<tr>
<td>&lt; Intermediate</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>4.4</td>
</tr>
<tr>
<td>Intermediate</td>
<td>13</td>
<td>5</td>
<td>8</td>
<td>14.4</td>
</tr>
<tr>
<td>&gt; Intermediate</td>
<td>14</td>
<td>9</td>
<td>5</td>
<td>15.6</td>
</tr>
<tr>
<td>&lt; Proficient</td>
<td>23</td>
<td>13</td>
<td>10</td>
<td>25.6</td>
</tr>
<tr>
<td>Proficient</td>
<td>32</td>
<td>23</td>
<td>9</td>
<td>35.6</td>
</tr>
</tbody>
</table>

* 1 missing entry

Data Analysis and Results

Analysis of Measurement Validity

The samples consisted of more male (61.1%) than female (38.9%) participants. Most (74.4%) of the respondents were from the 16-20 year age group and 25.6% were aged 20-25. Nearly all (90%) were first and second year students. Except for one participant, all the other participants had used a mobile phone and 96.7% had used SMS. A similar majority (91.2%) of the participants believed their texting skills were at an intermediate or higher level.

Internal reliability was validated through Cronbach’s alpha. Cronbach’s coefficient alpha in Table 2 shows that the internal reliabilities of the constructs were all greater than 0.8; a value of 0.7 or higher is normally considered acceptable (Hair et al., 1998). Both male and female samples were equally strong.
Table 2. Cronbach’s alpha

<table>
<thead>
<tr>
<th>Factors</th>
<th>Items</th>
<th>Cronbach’s alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Male</td>
</tr>
<tr>
<td>Perceived Ease of Use (PEOU)</td>
<td>6</td>
<td>0.914</td>
</tr>
<tr>
<td>Perceived Usefulness (PU)</td>
<td>6</td>
<td>0.934</td>
</tr>
<tr>
<td>Self-Efficacy (SE)</td>
<td>10</td>
<td>0.937</td>
</tr>
<tr>
<td>Intention to Use (IU)</td>
<td>2</td>
<td>0.852</td>
</tr>
</tbody>
</table>

Construct validity examines whether the measurement scales represent and act like the attributes being measured. Principal component factor analysis with Varimax rotation was used to measure the construct validity. Table 3 shows that there are four factors. SE1 and SE2 together form a separate factor. These two items were subsequently removed from the analysis and we retained SE3 to SE10 as the SE factor. All the loadings were greater than 0.6, indicating strong loading on the factors determined through the Eigenvalue that is greater than 1.0 criterion. Total cumulative variances were 74.1% and 79.8% for males and females respectively.

Table 3. Factor loadings

<table>
<thead>
<tr>
<th>Items</th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factor 1 Perceived Usefulness</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PU1</td>
<td>0.881</td>
<td>0.894</td>
</tr>
<tr>
<td>PU2</td>
<td>0.882</td>
<td>0.910</td>
</tr>
<tr>
<td>PU3</td>
<td>0.878</td>
<td>0.902</td>
</tr>
<tr>
<td>PU4</td>
<td>0.872</td>
<td>0.838</td>
</tr>
<tr>
<td>PU5</td>
<td>0.716</td>
<td>0.715</td>
</tr>
<tr>
<td>PU6</td>
<td>0.839</td>
<td>0.893</td>
</tr>
<tr>
<td>Factor 2 Perceived Ease of Use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEU1</td>
<td>0.687</td>
<td>0.686</td>
</tr>
<tr>
<td>PEU2</td>
<td>0.829</td>
<td>0.728</td>
</tr>
<tr>
<td>PEU3</td>
<td>0.733</td>
<td>0.804</td>
</tr>
<tr>
<td>PEU4</td>
<td>0.611</td>
<td>0.726</td>
</tr>
<tr>
<td>PEU5</td>
<td>0.737</td>
<td>0.821</td>
</tr>
<tr>
<td>PEU6</td>
<td>0.862</td>
<td>0.769</td>
</tr>
<tr>
<td>Factor 3 Self-Efficacy - I</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE1</td>
<td>0.579</td>
<td>0.693</td>
</tr>
<tr>
<td>SE2</td>
<td>0.765</td>
<td>0.816</td>
</tr>
<tr>
<td>Factor 4 Self-Efficacy - E</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE3</td>
<td>0.767</td>
<td>0.806</td>
</tr>
<tr>
<td>SE4</td>
<td>0.761</td>
<td>0.853</td>
</tr>
<tr>
<td>SE5</td>
<td>0.853</td>
<td>0.800</td>
</tr>
<tr>
<td>SE6</td>
<td>0.878</td>
<td>0.830</td>
</tr>
<tr>
<td>SE7</td>
<td>0.848</td>
<td>0.841</td>
</tr>
<tr>
<td>SE8</td>
<td>0.688</td>
<td>0.689</td>
</tr>
<tr>
<td>SE9</td>
<td>0.878</td>
<td>0.830</td>
</tr>
<tr>
<td>SE10</td>
<td>0.896</td>
<td>0.645</td>
</tr>
<tr>
<td>Total cumulative % of variance</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>74.191</td>
<td>79.834</td>
</tr>
</tbody>
</table>

Discriminant validity is demonstrated if the measure is not a mirror of other variables. Table 4 shows the inter-correlation (off diagonal elements) between the constructs and the square roots of the average variance extracted (diagonal elements). The square roots of the average variance extracted were all greater than their shared variances. This confirms the discriminant validity of the constructs (Fornell & Larcker, 1981). Interestingly SE shows a negative but small and insignificant correlation between IU and PU for the male data. A negative relationship between SE and other TAM factors has previously been reported by Hasan (2006), Hasan and Ali (2006) and Chau...
The correlation table begins to show the differences between male and female characteristics with respect to the relationships between TAM factors. These differences will be further confirmed later using the entire TAM model.

### Table 4. Correlations between factors

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>S.D.</th>
<th>IU</th>
<th>SE</th>
<th>PU</th>
<th>PEOU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention to Use (IU)</td>
<td>4.06</td>
<td>1.63</td>
<td>0.922</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.77)</td>
<td>(1.36)</td>
<td>(0.951)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Efficacy (SE)</td>
<td>5.28</td>
<td>1.24</td>
<td>-0.191</td>
<td>0.843</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5.09)</td>
<td>(1.05)</td>
<td>(3.47*)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Usefulness (PU)</td>
<td>4.21</td>
<td>1.36</td>
<td>0.687**</td>
<td>-0.146</td>
<td>0.847</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.79)</td>
<td>(1.28)</td>
<td>(7.50**)</td>
<td>(2.90*)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Ease of Use (PEOU)</td>
<td>5.26</td>
<td>1.01</td>
<td>0.224</td>
<td>0.494**</td>
<td>0.21</td>
<td>0.748</td>
</tr>
<tr>
<td></td>
<td>(5.35)</td>
<td>(1.11)</td>
<td>(3.96*)</td>
<td>(3.588**)</td>
<td>(3.599)**</td>
<td>(0.757)</td>
</tr>
</tbody>
</table>

Note. ** Pearson correlation is significant at the 0.01 level (1-tailed). * Correlation is significant at the 0.05 level (1-tailed). Male (Female) Diagonal elements are the average variance extracted.

### Comparing Factor Scores

With reference to Table 5, the mean values on SMSEFF and SE were reported higher for males than females. This echoes previous research that males perceive themselves to have a higher skill base (Hartzel, 2003). Interestingly, females were reported to have higher mean values on OPAC experience, IU, PU and PEOU factors. However, only the factors PU and IU appear to differ significantly between males and females. It is possible that females see the system to be more work-related than males do (Ford & Miller, 1996).

### Table 5. Individual scores and gender differences

<table>
<thead>
<tr>
<th>Items</th>
<th>Gender</th>
<th>N</th>
<th>SD</th>
<th>Mean</th>
<th>F</th>
<th>Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPAC Experience</td>
<td>M</td>
<td>54</td>
<td>0.82</td>
<td>2.33</td>
<td>0.821</td>
<td>0.367</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>35</td>
<td>0.82</td>
<td>2.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMS Efficiency</td>
<td>M</td>
<td>54</td>
<td>1.43</td>
<td>5.80</td>
<td>2.080</td>
<td>0.153</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>35</td>
<td>1.47</td>
<td>5.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Efficacy</td>
<td>M</td>
<td>55</td>
<td>1.24</td>
<td>5.28</td>
<td>0.525</td>
<td>0.471</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>35</td>
<td>1.05</td>
<td>5.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intention to Use</td>
<td>M</td>
<td>55</td>
<td>1.63</td>
<td>4.06</td>
<td>4.573</td>
<td>0.035*</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>35</td>
<td>1.36</td>
<td>4.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Usefulness</td>
<td>M</td>
<td>55</td>
<td>1.36</td>
<td>4.21</td>
<td>4.049</td>
<td>0.047*</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>35</td>
<td>1.28</td>
<td>4.79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceived Ease of Use</td>
<td>M</td>
<td>55</td>
<td>1.01</td>
<td>5.26</td>
<td>0.163</td>
<td>0.687</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>35</td>
<td>1.11</td>
<td>5.35</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. * P<0.05, † in reversed scale

### Regression Model and Hypothesis Testing

Regression analysis was performed for the male and female samples to generate the path coefficients. The individual path coefficients, significance, and variance explained are shown in Table 6, Figure 4, Table 7 and Figure 5 respectively. Subsequently, test procedures as recommended by Cohen and Cohen (1983) and Paternoster et al.
(1998) were used to measure any significant differences in the path coefficients between models. Table 8 shows that hypotheses H1, H2, H3, H4 and H5 were supported but not H6, H7 and H8.

Table 6. Male regression model

<table>
<thead>
<tr>
<th>Regression equation</th>
<th>$R^2$</th>
<th>Beta</th>
<th>t-value</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMSEFF + OPAC → SE</td>
<td>0.182</td>
<td>0.425*</td>
<td>3.323</td>
<td>0.002</td>
</tr>
<tr>
<td>SMSEFF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OPAC†</td>
<td></td>
<td>-0.040</td>
<td>-0.316</td>
<td>0.753</td>
</tr>
<tr>
<td>SE → PEOU</td>
<td>0.244</td>
<td>0.494***</td>
<td>4.137</td>
<td>0.000</td>
</tr>
<tr>
<td>SE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE + PEOU → PU</td>
<td>0.127</td>
<td>-0.331*</td>
<td>-2.218</td>
<td>0.031</td>
</tr>
<tr>
<td>SE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEOU</td>
<td></td>
<td>0.373*</td>
<td>2.501</td>
<td>0.016</td>
</tr>
<tr>
<td>SE → PEOU + PU → IU</td>
<td>0.506</td>
<td>-0.195</td>
<td>-1.645</td>
<td>0.106</td>
</tr>
<tr>
<td>SE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEOU</td>
<td>0.191</td>
<td>1.590</td>
<td>0.118</td>
<td></td>
</tr>
<tr>
<td>PU</td>
<td>0.619***</td>
<td>5.876</td>
<td></td>
<td>0.000</td>
</tr>
</tbody>
</table>

Note. Standardized betas are reported, * P<0.05, ** P<0.01, *** P<0.001; † OPAC scale is reversed.

Table 7. Female regression model

<table>
<thead>
<tr>
<th>Regression equation</th>
<th>$R^2$</th>
<th>Beta</th>
<th>t-value</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMSEFF + OPAC → SE</td>
<td>0.126</td>
<td>0.182</td>
<td>1.099</td>
<td>0.280</td>
</tr>
<tr>
<td>SMSEFF</td>
<td></td>
<td>0.292</td>
<td>-1.761</td>
<td>0.088</td>
</tr>
<tr>
<td>OPAC†</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE → PEOU</td>
<td>0.345</td>
<td>0.588***</td>
<td>4.172</td>
<td>0.000</td>
</tr>
<tr>
<td>SE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE + PEOU → PU</td>
<td>0.365</td>
<td>-0.095</td>
<td>-0.545</td>
<td>0.589</td>
</tr>
<tr>
<td>SE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEOU</td>
<td>0.655**</td>
<td>3.764</td>
<td></td>
<td>0.001</td>
</tr>
<tr>
<td>SE + PEOU + PU → IU</td>
<td>0.595</td>
<td>0.059</td>
<td>0.418</td>
<td>0.679</td>
</tr>
<tr>
<td>SE</td>
<td></td>
<td>0.182</td>
<td>1.071</td>
<td>0.293</td>
</tr>
<tr>
<td>PEOU</td>
<td></td>
<td>0.624***</td>
<td>4.349</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Note. Standardized betas are reported, ** P<0.01, *** P<0.001; † OPAC scale is reversed.
Discussion and Implications

From the results generated, the overall model has a better fit for females than males. The female model explains 59.5% of the variance whereas the male model explains 50.6% of the variance in IU. These numbers are comparable to previous SMS-TAM studies (Lee et al., 2007; Park & Chen, 2007; Turel et al., 2007; Pedersen, 2006; Mallat et al., 2006; Dennis & Venkatesh, 2003; Lai, 2004). Thus, the result supports the modified TAM model and explains the adoption of the proposed system satisfactorily. The test results reveal that all three antecedent constructs—SE, PU, and PEOU—have influence over IU. In both models, PU was shown to have the strongest direct impact on IU and there was no difference between females and males. H8 is thus not supported and this finding is different from that of Venkatesh and Morris (2000) but is similar to the findings of Nysveen et al. (2005) and Chiu et al. (2005). PEOU has insignificant direct impact on IU for both genders, thus H6 is not supported. This finding is again similar to that of Nysveen et al. (2005). H7 is also not supported as there is no difference between genders in the impact of PEOU on PU. This finding is similar to that of Venkatesh and Morris (2000). Possible explanations for the failure of these hypotheses are the similarity of the search system and familiarity with sending SMS which is already extremely popular among both genders. Also, treating gender as a psychological construct and not biological sex as suggested by Chui et al. (2005) in the current constructs and context may offer a plausible explanation.

However differences occur between males and females regarding the SE construct. It is observed that the factor has a negative and significant relationship with PU in the male model. This finding concurs with that of Chau (2001). One possible explanation for the negative relation is that the system is perceived to be very straightforward for experienced male SMS users and further external help as worded in the SE construct may result in users not appreciating the usefulness of the system. Chau (2001) suggested that users with high SE may see some limitations of a system in additional to its usefulness especially for non-sophisticated systems.

SE has no significant direct impact on IU in both models. The findings concur with those of Igbaria and livari (1995). However SE has a stronger positive impact on PU, PEOU and IU for females than males. Thus H1, H2 and
H3 are supported although H2 is only significant at the 0.1 level. The findings show that SE is perceived differently by males and females. The results show that the impact on SE through SMSEFF is significant for males but is not significant for females. It is likely that males and females perceived SE from different perspectives. Females may see the SMS based library search system as a new system that is less related to SMS usage. Therefore any attempts to improve SMSEFF as a proxy to improve SE for females may not be as effective in achieving the desired adoption objective. Other methods of enhancing females’ SE, with the aim of demonstrating ease of use, would be beneficial.

The SE factor is shown to be more influenced by SMSEFF for males than females. Thus H4 is supported. On the other hand, OPAC experience has a higher impact on SE for females than males. Thus H5 is supported albeit at the 0.1 level. This shows that males tend to rely on the ability to “use” the technology to make adoption decisions and females tend to relate previous experience to current practices.

There are practical implications for educators and librarians who wish to promote the use of SMS based mobile catalog search to students. Based on our findings, it is recommended that they promote the usefulness of the system regardless of gender but put more emphasis on system usefulness for male users as they showed lower scores on PU. Using word-of-mouth strategy is recommended for male students to promote actual usage and usefulness as male students showed a significantly lower score on IU than female students. For female students, finding ways to increase their SE will be an effective solution to promote such a service. This could be achieved through special training on information literacy requirements combined with mobile search systems. Educators can design teaching and assignments suitable for mobile search scenarios to promote its usefulness. Based on the findings, increasing the level of experience with OPAC through additional training would be suitable for females as this will lead to stronger impact on SE and lead to higher impact on adoption. For male students, training should include the use of effective SMS texting skills such as predictive text and techniques to further increase SE and further emphasizing and demonstrating the ease of use of the system. System designers should take note that although the system is based on widely adopted SMS technology and assumed to be easy to use the adoption preference is still rather low especially with male students. There is a need to further identify the cause of low IU. Further analysis on the SE construct reveals that students preferred an online help and demonstration facility. Hence designers should design help facilities either in the form of a downloadable user manual or a key words dictionary and short demonstration video clips. Some form of personalization using a SMS template could also be implemented in this aspect.

Conclusion

As one of very few studies on gender differences in mobile search systems, this paper has provided insights into the different adoption patterns between genders based on a modified TAM which included constructs of PU, PEOU, IU, SE, SMSEFF and previous OPAC experience on a proposed SMS-based mobile library search system. The study confirms that gender differences still exist even for a technology that is already widely adopted among the younger generation. Therefore this research increases our current knowledge of gender differences in mobile search systems. The research helps practitioners and researchers better understand the different adoption characteristics between genders and thus how to train, educate and promote such a technology for supporting students’ learning and improving information literacy skills. Continued research, development and evaluation is definitely required to provide further understanding about other potential factors that may have an impact on the acceptance of the proposed system and to provide useful guidelines for system designers and educators.

The current study has a number of limitations which could be addressed by further research. First, mobile search or mobile library search is a rather new and emerging technology and has yet to be widely considered among the usual information literacy skills. Therefore the findings here represent the younger population with limited mobile library search experience and should not be overly generalized. A similar study for seniors would be strongly recommended to develop different strategies (McCloskey, 2006). Second, the prototype is still evolving. It is anticipated that at different levels of complexity, the prototype system’s user interfaces and features may have an influence regarding its usefulness. A well-developed design would be desirable in future studies and iterative evaluation may be necessary. Third, further studies on previous experience will be useful for implementing effective training. Besides OPAC experience there is a need to quantify some other possible measures of previous experience on other mobile search system experiences. Fourth, the sample size in this research is not large. This should be increased to a size that allows the use of the structure equation modeling technique to allow measurement error to be analyzed as an integral part of the model (Gefen et al., 2000). Fifth, the current study explores biological sex as a discriminating feature. It
will become important to identify individual psychological characteristics that fit into gender type rather than sex as a discriminating feature (Hupfer & Detlor, 2006). This could result in better understanding and effective strategies to support students’ learning and academic success.
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ABSTRACT

As more and more undergraduate students act as voluntary tutors to rural pupils after school, there is a growing need for a supporting environment to facilitate adaptive instruction. Among others, a teaching method retrieval system is intended to help tutors find relevant teaching methods for teaching a particular concept. However, teaching methods demanded by tutors might not be in well-organized forms or even unwritten. Thus, the technology of conventional information retrieval cannot be simply applied to retrieve teaching methods. Therefore, we propose to invite experts (teachers) to join the support environment and provide ad hoc teaching methods. Nevertheless, it is difficult for tutors to decide how long they will wait for replies from remote teachers, which is called a due time setting problem. Furthermore, a trade-off inherent in the problem is that an early reply does not necessarily mean a good one. Our idea is to propose an interactive approach to deal with the uncertainty during retrieving teaching methods. In this study, we define this problem and evaluate several waiting strategies. A prototype has been designed and implemented, and experiments have been conducted to evaluate the performance of the four waiting strategies. The results show that waiting strategies have a significant impact on retrieval performance.
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Introduction

Encouraged by the concept of Service Learning (Bringle & Hatcher, 1996), more and more undergraduate students are willing to serve as voluntary tutors. The e-Tutors Project (http://www.dsg.fju.edu.tw/) supported by the Ministry of Education, Taiwan, provides remote tutoring service for pupils in rural areas. The preliminary results show that the learning performance of students has been improved. However, for this service to further assist rural students, the goal of adaptive learning has to be considered in a tutoring process. In fact, most of voluntary tutors are freshmen or sophomores from universities, who might not be professional educators. Hence, a tutor supporting mechanism is needed to facilitate adaptive tutoring. Among others, a teaching method retrieval system can help tutors to find effective teaching methods for pupils.

Traditional information retrieval focuses on static text resources. Instead, teaching method retrieval focuses on ad hoc teaching method discovery. That is to say, the teaching method to be found might have not been represented in a well-organized form, and might need further processing by experts. Also, the default users of the teaching method retrieval system are tutors, instead of tutees. Specifically, a tutee is assigned a Contact Tutor and then this Contact Tutor can get assistance by finding experts in the supporting environment, such as a social network. As shown in Figure 1, when a tutor cannot successfully make the pupil understand a concept, the tutor can ask for help from a social network consisting of supporting experts and teachers.

The due time setting problem is one of the important issues for teaching method retrieval in social networks. The primary reason is that a criterion is required for decision making when a submitted query is not responded. Particularly if the query is not replied to in the expected time, which can be estimated by log mining, the user will be confused. There are two main difficulties in the Due Time Setting problem. First, it involves not only technical issues, but also subjective human factors. For example, the system can calculate the estimated due time according to the information of availability, and provide it to the user as a suggestion. This is fine when the requested peer answers in time. However, how should the user act if the requested peer does not respond in time? When unexpected situations happen, one flexible solution is to resort to users’ wills. Second, too little information about peers for decision making is available. A mechanism of peer information acquisition is needed for human decision makers.
Our idea is to interactively set due time during the teaching method retrieval process. On one hand, tutors can interactively communicate with the experts to evaluate the time needed for getting a teaching method. On the other hand, tutors can estimate the time needed for getting a teaching method according to the reputation of experts. For example, some user might want to wait longer for a quality peer, even with low availability. We have compared several waiting strategies in this scenario. To realize this idea, a two-phase framework is proposed, which consists of a construction phase and a search phase. First, due time is set to a default value estimated by the system. When the query is due, the system asks the user whether to extend the due time or not. Other information is also provided for decision making.

Experiments are conducted to evaluate the performance of these waiting strategies. A tutor supporting environment is established by this prototype system, and 100 elementary-school teachers join this experiment to serve as supporting experts. The experiments investigate the importance of due time setting, the impact of supporting experts on performance and the waiting behavior of tutors. The results show that due time setting has significant impact on teaching method retrieval performance. Also, participants’ opinions are reported.

The novelty of this paper lies in investigating the trade-off between the waiting time and quality of search results when retrieving teaching methods in social networks. The main idea is that users can interactively extend the waiting time to receive potentially desirable results. The main contribution of this work is the definition of the Due Time Setting problem for a tutor supporting environment, which addresses the trade-off between waiting time and performance of teaching method retrieval. The uniqueness of this problem lies in the integrated considerations of availability, trust and expert interests for teaching method retrieval. Furthermore, several due time setting strategies are proposed and the results of an evaluation are presented.

**Purposes of the Study**

The primary purpose of this study is to address the Due Time Setting problem which is one of the important issues for teaching method retrieval in social networks. Also, other purposes include designing and implementing a prototype for performance evaluation, and conducting experiments to evaluate the performance of the waiting strategies in the study.

An empirical study was conducted to investigate the potential of this approach as a teaching methods retrieval tool. Three research questions were posed in this empirical study.

i. What are the impacts of using different waiting strategies (Trustworthiness, Average Wait Time, Specialty and Static)?

ii. What are waiting behaviors of tutors?

iii. What are students’ opinions on using this system?
Related Work

This work addresses the trade-off occurring in “indirect information retrieval”, which means retrieving ad hoc information (teaching methods) from experts, as shown in Figure 2.

![Figure 2. Indirect Information Retrieval](image)

Information Retrieval

General information retrieval methods are mainly designed for web pages. Nevertheless, documents in specific domains may need tailor-made methods to improve their retrieval performance. For example, FAQ (Frequently Asked Questions) search (Kim et al., 2007; Kim & Seo, 2006; Wu et al., 2006) and patent retrieval (Fujita, 2007; Kang et al., 2007; Li & Shawe-Taylor, 2007) are widely investigated to find more efficient methods.

Search in peer-to-peer networks has been a flourishing research topic in recent years. A number of solutions to peer-to-peer search have been proposed (Nottelmann & Fischer, 2007; Parreira et al., 2007; Zhu et al., 2006). Zhu et al. (2006) indicated that one of the difficulties in peer-to-peer search is the lack of global statistical information, thus impeding the straightforward application of the well-known vector space model approach to peer-to-peer networks. Content search has been addressed in Shen et al. (2004) and Zeinalipour-Yazti et al. (2007). Nottelmann & Fischer (2007), Parreira et al. (2007) and Zhu et al. (2006) conducted information retrieval methodologies in peer-to-peer networks, while Yang & Chen (2008) studied social network.

Expert Finding

In recent years expert finding has been widely addressed in the field of information retrieval (Balog et al., 2009; Petkova & Croft, 2008; Zhu et al., 2009). A typical need for expert finding is as follows. An employee new to a company needs to know background knowledge on a project. An efficient and effective solution for the employee is to find an expert specializing in this project in the company. Existing models of expert finding assume that there is a large repository of documents. Then the task of expert finding is to identify experts specializing in a particular topic by analyzing the documents in the repository. Our work investigates finding experts from social networks, rather than from a large repository of documents. In the field of social networks, issues such as trustworthiness and availability are also important. The main reason for this is that: it is difficult to obtain useful expertise an expert who is not trustworthy or not available. Therefore, a feasible solution to retrieving teaching methods in a social network should consider these issues.
Wait Time Management

Issues related to waiting time setting have not been widely discussed in the literature. In Khan & Haque (2008), wait time management strategies are investigated in the context of P2P computing. In Stutzbach et al. (2006), the problem of sampling peer properties in peer-to-peer networks was addressed. They adopted an adaptive random walk approach to deal with departing peers. If a query times out, they try another peer from a stack. Tsui (2001) has reviewed techniques for peer-to-peer knowledge management. His e-learning applications have focused on the technologies of file sharing, distributed content networks and collaboration. To sum up, while related research tends to discover factors which affect the response time, we propose an interactive information retrieval environment where users can decide whether to wait for results, or not. With respect to conventional information retrieval, the waiting time has little impact on precision and recall of the retrieved results. However, in the proposed Tutor Supporting Environment it is possible for a tutor to wait longer for a teaching method, which otherwise could not be generated by the remote expert due to insufficient development time.

Problem Formulation

In this section, we formulate the Interactive Due Time Setting Problem for tutors to retrieve effective teaching methods in a social network. In a tutor supporting social network, a tutor issues a request for Teaching Methods (TM) about some Learning Concept. The problem is how the tutor can interactively set the due time to acquire an effective TM from a supporting teacher within a time constraint. The terms appearing in the problem formulation are defined as follows.

Notation and Assumption

This paper focuses on the teaching and learning “concepts” of a subject area. A “concept” is the basic unit for learning in a subject area. As shown in Figure 3, the concepts of the subject “Mathematics” are divided into four categories: Numbers, Geometry, Algebra and Probabilities. We assume that an ontology has been constructed to represent all concepts needed in this work. An ontology of learning concepts can be constructed by the method in Shih & Tseng (2009) and Shih et al. (2008a). Therefore, the task of a tutor is to make a pupil understand a “concept”.

Figure 3. Ontology of Mathematics concepts

A Teaching Method (TM) is a sequence of operations, which can be followed by the tutor to help pupils understand the meaning of a concept. For example, a tutor finds that a pupil can not understand the concept of “the perimeter of a rectangle”. One Teaching Method offered by an experienced teacher might be “the demonstration method”, in which a building block is used by the tutor to indicate its perimeter. An Effective Teaching Method is a TM which can help the pupil to understand a concept.

In the interactive Tutor Support Environment, the feedback from remote experts plays an important role in due time setting. The due time estimated by the expert herself/himself is useful information for tutors’ reference. However, tutors need other objective information to evaluate the effectiveness of this estimate. Hence, the Expert Profile is
constructed and maintained to serve as the auxiliary information for decision making. In this paper, three of the main attributes of the supporting experts are characterized to analyze their impact on the performance of waiting strategies. In the following, the term Transaction is used to mean a communication session for a tutor to consult with an expert.

- This work addresses the trade-off between the waiting time and the quality (relevance) of a retrieved teaching method. However, there is another important attribute, trustworthiness, to be considered when retrieving teaching methods in social networks. For example, when a tutor asks an on-line expert to provide a teaching method, the tutor hopes that the expert can return a relevant teaching method as soon as possible. It is highly probable that the tutor’s wish would come true if the expert is the tutor’s “good friend” in the social network. That is to say, if the expert is a trustworthy friend of the tutor, the expert will make her/his best to provide a good teaching method as soon as possible. In this study trustworthiness (Trust) means the degree of friendliness, which is measured according to their historical transactions. When the expert promises to provide a teaching method and finally fails to reply, the Trust value is set to zero for this transaction. Otherwise, the Trust value of every transaction is set to one for this transaction. The Trust value of some expert is the average of Trust values in her/his historical transactions.

Policies for initializing the trustworthiness value of an expert depend on tutors. The optimistic policy can have 1 as the initial value, which means that the tutor assumes the expert a good friend. The pessimistic policy sets the initial value to 0, which means the tutor does not trust the expert. With a neutral policy, the initial value is 0.5. Updating of trust information occurs after each retrieval transaction. Therefore, the trustworthiness value of an expert will constantly evolve.

- Actual Waiting Time (AWT): The AWT value means the actual waiting time made by the expert in some transaction. When the expert promises to provide a TM and finally fails to reply, this transaction is not adopted for calculating the average AWT value. Therefore, the average AWT value is defined based on those transactions where the tutor provided a TM within the time limit.

- Specialty (Specialty): The Specialty value measures the proportion of providing relative teaching methods in each concept for some expert (supporting teacher). The relevance of a teaching method is judged by domain experts. The Specialty value in each concept for some expert is defined as follows.

\[
\text{Specialty} = \frac{\text{# relevant}}{\text{# provided}} \tag{1}
\]

Based on the three attributes, corresponding waiting strategies are designed and evaluated.

**Problem Definition**

In a common scenario of information retrieval, such as using a search engine, users input keywords as queries to search engines for retrieving relevant web pages. Search engines then evaluate the similarity between the keywords and web pages. Next, web pages relevant to the query are retrieved and ranked according to similarity computation. On the other hand, retrieving teaching methods in social networks is conducted in a peer-to-peer manner. For example, tutors identify experts in the social network, try to access the experts and then ask the on-line experts to provide their teaching methods.

In interactive tutor supporting environments, due time setting plays an important role in retrieving teaching methods. Therefore, this work is devoted to investigating the impact of waiting strategies on the performance of teaching method retrieval, which means that a tutor issues a request for Teaching Methods (TM) about some Concept in a tutor supporting environment. The problem is, given the profile of supporting experts and the admission of interaction with supporting experts, what is the impact of different waiting strategies on the performance for Teaching Method Retrieval. Especially, we focus on three waiting strategies according to the expert profile.

We use two criteria to evaluate the performance of waiting strategies. While Reduced Recall (RR) extends the classical Recall measure by considering the waiting time, Reduced Precision (RP) extends the classical Precision measure by considering the waiting time. The two criteria are defined as follows.

\[
\text{Precision} = \frac{\text{# relevant}}{\text{# retrieved}} \quad \tag{2}
\]
\[ \text{Reduced Precision} = \frac{\text{Precision}}{(T + T_0)} \]  \hfill (3)

\[ \text{Recall} = \frac{\#\text{retrieved}}{\#\text{responsive}} \]  \hfill (4)

\[ \text{Reduced Recall} = \frac{\text{Recall}}{(T + T_0)} \]  \hfill (5)

where

- \#relevant is the number of relevant teaching methods;
- \#retrieved is the number of retrieved teaching methods;
- \#responsive is the number of experts who are willing to respond;
- \( T \) is the actual waiting time;
- \( T_0 \) is a constant representing the time taken to initialize the transaction. In this paper, the \( T_0 \) value is set 0 since we adopt relatively larger due time \( T \).

**Interactive Waiting Strategies**

The flow of Interactive Due Time Setting is an iterative process, as shown in Figure 4. Each of the iterations is composed of the following steps:

- Set Initial Due Time. When context information is not available, the initial due time can only be roughly set. However, in the interactive tutor supporting environment, the feedback from the remote expert is a good value for the initial due time.
- Set Waiting Strategy. According to available context information, such as Trustworthiness, various waiting strategies can be adopted to set a good value for the due time.
- Calculate Due Time. This step calculates the due time according to the initial due time and the waiting strategy derived in the previous steps.
- Wait for Response. When the due time is determined, the tutor waits for replies from remote experts. If the tutor duly receives teaching methods, the process ends. Otherwise, the tutor can reset the due time by initiating a new iteration.

![Figure 4](image-url)

*Figure 4. The flow of Interactive Due Time Setting*
We have proposed a preliminary classification of plausible waiting strategies for the purpose of evaluation, as shown in Figure 5. These waiting strategies can be classified into three categories according to available context information: Trustworthiness, Actual Waiting Time and Specialty. In general, the setting of due time can be represented by the following formula:

\[
T_{\text{Due}} = w(\text{Trust}, AWT, \text{Specialty}) \times T_{\text{Initial}}
\]  

where
- \(T_{\text{Due}}\) is the due time derived from the waiting strategy;
- \(T_{\text{Initial}}\) is the initial value of the due time set by the tutor;
- \(w\) is the weighting function for adjusting the initial due time. This function has three parameters: Trust, AWT and Specialty. A waiting strategy can employ a combination of the three parameters to derive its due time.

The proposed waiting strategy of a tutor can be modeled by the weighting function in Formula (6) which is a combination of three parameters: Trust, AWT and Specialty. A tutor can work out her/his waiting strategy according to experts’ trustworthiness, average response time and specialty. In this preliminary study we address three basic and independent strategies. The meanings of these strategies are explained as follows.

**Trust-weighted Strategies**

With Trust-weighted strategies the due time is determined mainly according to experts’ trustworthiness. The more trustworthy the expert is, the longer waiting time will be derived. The physical meaning behind this strategy is to trade off additional time for possible quality content. Therefore, we expect to adjust the initial due time by the following formula:

\[
T_{\text{Due}} = \alpha_{\text{Trust}} \times \text{Trust} \times T_{\text{Initial}}
\]  

where
- \(\text{Trust}\) is the historical trustworthiness value of the expert (\(0 \leq \text{Trust} \leq 1\));
- \(\alpha_{\text{Trust}}\) is a constant larger than one, which controls the range of the derived due time.

**AWT-weighted Strategies**

The historical behavior of the expert can also be useful information for adjusting the initial due time. If the AWT (Actual Waiting Time) value of the expert is larger than the waiting time claimed by the expert, we expect to increase the initial due time by the following formula:

\[
T_{\text{Due}} = \alpha_{\text{AWT}} \times AWT \times T_{\text{Initial}}
\]  

where
- \(AWT\) is the historical value of Actual Waiting Time of the expert;
- \(\alpha_{\text{AWT}}\) is a constant, which controls the range of the derived due time.

**Specialty-weighted Strategies**

With the goal of solving the question of pupils, the tutor expects to find a good teaching method, instead of a quick reply. Therefore, it is reasonable to extend the initial due time when the expert has a high Specialty value in the
learning concept. If the \textit{Specialty} value of the expert is high (0 \(\leq\) \textit{Specialty} \(\leq\) 1), the waiting time given by the expert would be extended to increase the possibility of obtaining a reply. Therefore, we adjust the initial due time by the following formula:

\[
T_{\text{Due}} = \alpha_{\text{Specialty}} \times \text{Specialty} \times T_{\text{Initial}}
\]

where

- \textit{Specialty} is the historical Specialty value of the expert;
- \(\alpha_{\text{Specialty}}\) is a constant, which controls the range of the derived due time.

Prototype: A Two-Phase Tutor Supporting System

To realize a Tutor Supporting Environment, a two-phase architecture is proposed, as shown in Figure 6. In the Search Phase, the tutor can retrieve teaching methods. The Interactive Teaching Method Retrieval Module enables the tutor to retrieve desirable teaching methods from the social network by submitting a query of some concept. In the Construction Phase, an Ontology is constructed and maintained to represent the concepts in the subject areas. In addition, an Expert Profile is constructed and maintained to collect and manage information about experts for decision making.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure6.png}
\caption{Overview of the interactive teaching method retrieval}
\end{figure}

\begin{figure}[h]
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\caption{The flow of Search Phase}
\end{figure}
The flow of the aforementioned Interactive Teaching Method Retrieval Module is shown in Figure 7. The stage of Due Time Setting can be implemented with various waiting strategies. We have implemented the strategies for evaluation.

The initial ontology is constructed based on the Mathematics Ontology, as shown in Figure 3, by the 100 participating teachers. This ontology includes 100 concepts, which are equally divided into four categories: Numbers, Geometry, Algebra and Probabilities. With the built ontology, Expert Profile can be represented with respect to each of the concepts. In this implementation, the expert’s profile includes Trust, AWT and Specialty. An example is shown in Figure 8. For the concept “C2”, this teacher has a high Trust value of 0.8. The average waiting time for “C2” teaching method is 7 minutes. Also, the teacher has a middle degree of specialty, 0.5.

<table>
<thead>
<tr>
<th>Teacher</th>
<th>C_1</th>
<th>C_2</th>
<th>C_3</th>
<th>...</th>
<th>C_n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trust</td>
<td>0</td>
<td>0.8</td>
<td>0.7</td>
<td>...</td>
<td>0.4</td>
</tr>
<tr>
<td>AWT</td>
<td>20</td>
<td>7</td>
<td>16</td>
<td>...</td>
<td>13</td>
</tr>
<tr>
<td>Specialty</td>
<td>0.1</td>
<td>0.5</td>
<td>0.3</td>
<td>...</td>
<td>0.6</td>
</tr>
</tbody>
</table>

*Figure 8. An example of Expert Profile of some teacher*

**Experimental Results**

In this study, there are 100 pupils, 100 undergraduate tutors and 100 elementary-school teachers who volunteer to participate in this experiment and live in Taiwan. Each tutor is assigned a pupil. All teachers are involved in the three experiments. In the first experiment of Due time setting on static strategy, the participants are 4 pupils, 4 tutors and 100 teachers. In the experiment of waiting strategies evaluation, the participants are 10 pupils, 10 tutors and 100 teachers. In the last experiment of waiting behaviors of tutors, the participants are 100 pupils, 100 tutors and 100 teachers.

**Experimental Setup**

We have built a simulated Tutor Supporting Environment with the prototype system. A supporting community consisting of 100 elementary-school teachers was formed to help tutors via the Internet. To construct the profile of each supporting teacher, a training phase has been conducted for one month (from May 15 to June 15, 2009). On average, 25.5 supporting sessions have been collected for each teacher, and the distribution is shown in Figure 9.

*Figure 9. The distribution of supporting sessions*
Two criteria have been adopted to evaluate the performance of waiting strategy. Reduced Precision (RP) extends the classical Precision measure by considering the waiting time. To calculate RP, it is necessary to determine the relevance of teaching methods to concepts. In this evaluation, the work of determining the relevance was executed by human experts. Particularly, five professors, experts in e-Learning, were invited to judge whether a teaching method was relevant to a Mathematical concept or not, the relevance being decided by vote.

**Impact of Due Time Setting on Static Strategy**

The purpose of this first experiment was to determine the importance of Due Time Setting for retrieving teaching methods in a tutor supporting environment. A Static waiting strategy was implemented as a baseline for evaluation. The Static strategy waits for a fixed amount of time. The participants are 4 pupils, 4 tutors and 100 supporting teachers. Each tutor is assigned a pupil. Without loss of generality, we let the 4 pupils study the four subjects: Numbers, Geometry, Algebra and Probabilities. Tutors use the tutor supporting environment to retrieve teaching methods. Each pupil asks three questions about learning concepts, and the average Precision and Recall values are derived. Figure 10 shows the results with respect to classical recall and precision. First, we observe that the Recall value increases as Due Time increases for the four subjects. This means that an adaptive waiting strategy is demanded and a naïve static waiting strategy will not be suitable for this scenario. Similarly, the Precision value increases as Due Time increases for the four subjects, though not so significantly. Furthermore, we find that Due Time Setting is suitable for the scenario of Recall-oriented teaching method retrieval, which tries to find as many results as possible. For Precision-oriented teaching method retrieval, longer waiting might not significantly increase the performance.

![Figure 10](image1.png)

*Figure 10. (a) The relation of Recall and due time; (b) the relation of Precision and due time*
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*Figure 11. (a) The relation of Reduced Recall and due time; (b) the relation of Reduced Precision and due time*

Next, since the classic Recall and Precision measures are related to the Due Time, a new metric is needed to evaluate the performance of various waiting strategies. We use the Reduced Recall and the Reduced Precision measures to present the results of Figure 10, as shown in Figure 11. We found that the two reduced measures take Due Time into
consideration for the performance of teaching method retrieval. Consequently, the performance does not depend on Due Time. The range of Reduced Recall falls between 0.01 and 0.035; the range of Reduced Precision falls between 0.03 and 0.06 (excluding the values for “Due Time = 5 minutes”). Note that, although the variance looks obvious in this figure, the range of variance is really small and can nearly be neglected.

Evaluation of Waiting Strategies

The next experiment was to understand the impact of the expert profile on performance, with respect to Trustworthiness, Average Wait Time and Specialty. A Static waiting strategy was implemented as a baseline for evaluation. The Static strategy waits for a fixed amount of time, which is 10 minutes in this experiment. We chose the value of 10 minutes because this is the common waiting time for the participating tutors, as presented in the next section. The participants were 10 pupils, 10 tutors and 100 supporting teachers. Each tutor was assigned a pupil. The profiles of the 100 teachers are shown in Tables 2-4. Table 2 shows the teachers divided into three groups according to their Trust values. For example, the teachers of “High Trust” group are highly trustworthy, which means they used to provide useful support according historical transaction records. Tutors can trust the experts and wait for their support. However, tutors should not count on the “Low Trust” experts even though the experts have high Specialty values or short waiting time.

<table>
<thead>
<tr>
<th>Group Name</th>
<th>Trustworthiness Range</th>
<th>Number of Teachers</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Trust</td>
<td>$0.75 &lt; Trustworthiness \leq 1$</td>
<td>45</td>
</tr>
<tr>
<td>Mid. Trust</td>
<td>$0.5 &lt; Trustworthiness \leq 0.75$</td>
<td>38</td>
</tr>
<tr>
<td>Low Trust</td>
<td>$0 \leq Trustworthiness \leq 0.5$</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 3 shows the teachers divided into three groups according to their Average Wait Time values. For example, the teachers of “Long Wait” group let tutors wait more than 15 minutes on average. If the waiting time estimated by the teacher is far from the Average Wait Time, the Due Time might need to be adjusted to avoid unnecessary waiting.

<table>
<thead>
<tr>
<th>Group Name</th>
<th>Range of Average Wait Time</th>
<th>Number of Teachers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long Wait</td>
<td>$15 \text{ min} &lt; \text{Average Wait Time}$</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>$5 \leq \text{Average Wait Time} \leq 15 \text{ min}$</td>
<td></td>
</tr>
<tr>
<td>Mid. Wait</td>
<td>$0 \leq \text{Average Wait Time} \leq 5 \text{ min}$</td>
<td>46</td>
</tr>
<tr>
<td>Short Wait</td>
<td>$0 \leq \text{Average Wait Time} \leq 5 \text{ min}$</td>
<td>31</td>
</tr>
</tbody>
</table>

Similarly, Table 4 shows the teachers divided into three groups according to their Specialty values. For example, the teachers of “High Specialty” group provided relevant teaching methods, implying they are “experts” in those concepts. Therefore, we might be willing to wait longer for the “High Specialty” group to get useful teaching methods.

<table>
<thead>
<tr>
<th>Group Name</th>
<th>Specialty Range</th>
<th>Number of Teachers</th>
</tr>
</thead>
<tbody>
<tr>
<td>High Specialty</td>
<td>$0.75 &lt; Specialty \leq 1$</td>
<td>26</td>
</tr>
<tr>
<td>Mid. Specialty</td>
<td>$0.5 &lt; Specialty \leq 0.75$</td>
<td>53</td>
</tr>
<tr>
<td>Low Specialty</td>
<td>$0 \leq Specialty \leq 0.5$</td>
<td>21</td>
</tr>
</tbody>
</table>

Figure 12 shows the results with respect to Reduced Recall and Reduced Precision, which are the average values of the 10 tutoring results. In general, we observe that the three strategies had a better performance than the Static strategy. This is reasonable because a fixed due time is not suitable for the Tutor Supporting Environment, where longer waiting time will result in better precision and recall.
For Reduced Recall, as shown in Figure 12(a), the Trust strategy and the AWT strategy perform better than the Specialty strategy. The main reason might be that the tutors using the Specialty strategy tend to set longer due time than needed, which results in performance degradation. For Reduced Precision, as shown in Figure 12(b), the Trust strategy and the Specialty strategy had better performance. Based on this result, we find that the two strategies are helpful for finding relevant teaching methods.

Waiting Behavior of Tutors: Trade-off

The next experiment addressed the waiting behavior of the tutors. The participants were 100 pupils, 100 tutors and 100 supporting teachers. Each tutor was assigned a pupil. After usage training for one month, this prototype was used to form a tutor supporting environment and retrieve teaching methods. The waiting time of the 100 tutors are illustrated in Figure 13. We observed that most of the tutors set their due time to 10 minutes though larger due time results in better performance. Also, Figure 13 shows the results with respect to classic Precision and Recall, which is the average value of the 100 tutoring results.

Opinions of Students

To collect participants’ opinions on this approach, we have conducted an open-ended-question interview with ten tutor participants and ten student participants. The open-ended questions are listed as follows.

- What is your main problem while teaching/learning mathematics?
- What do you think of using this system as an auxiliary teaching mechanism?
Tutors’ opinions are summarized as follows.

- Certain mathematical concepts are difficult for students to understand. When students cannot fully understand after the instructions, one of the tutors said to students: “Practice more exercises and you will understand it someday.” The other tutors said, “Just memorize the formulas.” These tutors wanted to help students understand these concepts but they did not know the appropriate teaching methods. Oppositely, other tutors will look for useful teaching materials such as web searching or peer assistance.

- The tutors stated that the proposed approach can help them retrieve useful and valuable teaching methods. One of the tutors said, “Sometimes I do not know how to teach, this system can help me call for assistance.” Another tutor said, “Using this system can retrieve different teaching methods toward this same topic. By using those teaching methods, my student can actually understand mathematical concepts.” One tutor said, “The Trust strategy is more useful than the static strategy. With the aid of the Trust strategy, I can retrieve useful teaching materials within a time constraint.” In addition, the suggestions of tutors are that the speed of communication mechanism need to be improved especially the network bandwidth and computer performance.

Students’ opinions are summarized below, respectively.

- Some of the students stated mathematics is abstract and difficult to learn. When they could not understand mathematical concepts after they asked for help, one of the students said, “I will learn it by rote.” The other student said, “I will give up.” Consequently, it is difficult for them to finish their homework themselves.

- With the proposed approach tutors try alternative teaching methods to make them understand the meaning of mathematical concepts. Students will not hear such answers as “you will understand it someday” or “just memorize the formulas.”

Discussion

As a consequence of these experiments we have several findings in response to the research questions. First, waiting strategies make a significant impact on the performance of teaching method retrieval in social networks. It is found in the first two experiments that the static waiting strategy results in poor performance. When the due time is set according to experts’ attributes, such as trustworthiness, the performance of teaching method retrieval can be improved obviously. Among these strategies, the trust-based strategy had the best performance in the interactive tutor supporting environment, especially for Recall-oriented scenarios. Second, we found that more than half of the tutors wait for ten to fifteen minutes. Their behavior does not result in optimal performance. In fact, setting suitable due time will improve the retrieval performance. Finally, we found that the opinions of tutors and students are in favor of using the system.

Shih et al. (2008b) pointed out the benefits of teaching material sharing, which can effectively reduce the teaching loads of teachers. However, with the rapid growth of information, it is difficult to find the target information on the Internet (Saito & Miwa, 2007). Furthermore, tutors may not be familiar with the skills of information seeking. To assist tutors in retrieving target information, time-quality tradeoff of waiting strategies is proposed in this study. The experimental results show that the proposed three waiting strategies got better performance than static strategy. Tutors not only retrieve relevant teaching methods easily but also shorten his/her waiting time. Besides, tutors can get runtime assistance to retrieve relevant teaching methods and save time for assisting weak pupils when coaching them. As for the students, different thinking styles affect learning preferences (Sternberg, 1997). Furthermore, research has shown that the sooner students receive feedback the more effective it is for their learning (Irons, 2008). Students can benefit from feedback if they receive it before they move onto their next assignment. Based on the students’ interview results, they have a positive attitude toward the proposed approach and their learning interests are aroused by using their preferred learning approach.

Trust computation mechanisms are important to P2P networks and social networks, which are used to update the degree to which a peer trusts other peers. The trust computation is similar to the weight learning appearing in many applications. For example, self-organizing maps of neural networks use similar, however more complex, methods to update neurons’ weighting vectors. Trust computation in P2P networks has received great attention in recent years (Li & Ling, 2004; Ming et al., 2005; Zhou & Hwang, 2007), and many existing methods can be used to support the proposed due time setting method, with minor modifications. To highlight the proposed idea, we have defined the Trustworthiness of experts and calculated the Trust value by straightforward statistical methods.
In this work, both recall-oriented and precision-oriented measures are used. On one hand, the teaching tasks of the participants can be recall-oriented, such as educational content review. On the other hand, precision-oriented measures are suitable for question answering, where one correct document is enough. Furthermore, the calculation of precision involves the decision of relevance. In this work, relevance is decided by vote among five experts. However, the concept of Web 2.0 can be applied to the determination of relevance. In other words, relevance can be decided by all members in the Tutor Supporting Environment, including tutors, teachers and pupils.

Conclusions and Future Work

In this study, a tutor supporting environment is proposed and shown as a promising platform for remote tutoring services for pupils in rural areas. To reduce response time without sacrificing the quality of retrieved teaching methods, we formulate the due time setting problem in tutor supporting scenarios, and evaluate the performance of different waiting strategies.

Experimental results show that the dynamic nature of a social network will degrade the performance of retrieval strategies if they do not take the expert profile into account. Advantages of the proposed approach can be summarized as follows. First, the due time setting mechanism improves response time without sacrificing much recall. Based on the effective management of trust, average wait time and specialty information, the dynamic status of experts can be estimated. Second, the due time setting in an interactive manner redeems the possible failure in statistical estimation, and provides a flexible way for human users to make decisions of due time extension.

From the discussion above we see some educational implications of using waiting strategies in social network-based teaching method retrieval. As indicated by Yang et al. (2007), one of the important elements to achieve knowledge sharing in a virtual learning community is mutual trust. It is possible that an expert refuses to offer a teaching method to a tutor. Our study complements Yang et al.’s work by addressing the trade-off of waiting time and content quality and indicating the importance of trustworthiness for retrieving teaching methods. According to our findings, tutors should consider suitable waiting strategies in order to enhance the quality of retrieved teaching methods. In addition, it is desirable for tutors to identify trustworthy experts through historical transactions and then to enhance their mutual trust constantly. Our findings suggest a two-stage retrieval mechanism: maintain your own community of experts for consultation, and then set suitable waiting time to retrieve quality teaching methods.

In the near future, we plan to extend this work to investigate interaction between humans and systems in the tutor supporting environment. Furthermore, we will try to integrate the tutoring platform with a Wiki-based teaching material design.
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ABSTRACT

This paper reviews 46 papers from 1999 to 2009 regarding self-efficacy in Internet-based learning environments, and discusses three major categories of research: (1) learners’ Internet self-efficacy, assessing learners’ confidence in their skills or knowledge of operating general Internet functions or applications in Internet-based learning; (2) the interplay between learners’ general academic self-efficacy and their Internet-based learning, and (3) learners’ self-efficacy, particularly in terms of Internet-based learning. In general, students’ self-efficacy plays a positive role in their attitude towards and their processes and outcomes derived from Internet-based learning. It was found that for the reviewed studies, a significant amount of research has adopted search tasks to predict students’ learning outcomes in Internet-based settings, implying that search tasks may still be considered as the most commonly implemented Internet-based learning activities. All of the studies utilized questionnaires or surveys for assessing students’ self-efficacy, and mostly selected students in higher education institutes as their samples. It was also found that relatively few empirical studies were conducted from the theoretical perspectives of the initially proposed concept of self-efficacy.
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Introduction

In recent years, the Internet-based environment has experienced prolific development. With multiple forms of representation, some research has indicated that content delivered in blended or Internet-based conditions may be more efficient than that is provided in traditional classrooms (Abdous & Yoshimura, 2010). However, when comparing the differences between distance education and classroom-based instruction, some studies have found no significant difference in effectiveness between distance education within blended or Internet-based learning settings and face-to-face (F2F) education (Bernard et al., 2004; Delialioglu & Yildirim, 2008). Indeed, a variety of results have been derived from the studies relating to Internet-based learning (IBL). For instance, one of the features of IBL is that it is supposed to foster learners’ active participation in the construction of knowledge (White & Frederiksen, 2005). Some studies have indicated positive effects on students’ knowledge construction in IBL processes (Penashelf & Nicholls, 2004), whereas some have reported that the discussions among learners are generally at low levels of knowledge construction in IBL systems (Guan, Tsai & Hwang, 2006). Hence, it may be suggested that due to the divergent components of the IBL context created by a variety of researchers, different traits may be produced.

Undoubtedly, a large amount of work has been devoted to constructing a preferable Internet-based setting to date. When compared with the traditional classroom setting, IBL provides many appealing attributes, which may consist of increasing the availability of learning experiences for learners who cannot or choose not to attend F2F offerings, assembling and disseminating instructional content more cost-efficiently, or enabling instructors to handle more students while maintaining learning outcome quality that is similar to that of comparable F2F instruction (Abdous & Yoshimura, 2010). Furthermore, learners can have access to the information without time limits or location constraints. That is, Internet-based settings may help learning be unrestricted to any specific moment or to any particular classroom. Thus, it is generally believed that IBL is likely to provide potential applications for students’ learning activities. However, some research indicates that users’ intention to continue in IBL may be low (Lee, 2010). In other words, occurrences of participants dropping out of IBL are not uncommon (Roca, Chiu, & Martinez, 2006). A number of possible explanations may account for learners’ discontinuing IBL. For instance, more than a decade ago, Katz and Aspden (1996) stated that uncertainty about how to get started and the perception that computers were too complicated were possible barriers. Indeed, research evidence has indicated that learners are unwilling to take part in IBL probably because they lack confidence in operating the system (Eastin & LaRose, 2000).
Based on a similar thought, some researchers have suggested that students’ involvement in IBL may be associated with the perception of their own capabilities relating to specific skills and knowledge. They assert that such a concept, often referred to as self-efficacy, may play an important role in students’ learning processes and learning outcomes in Internet-based classroom settings (Shakpa & Ferrari, 2003). In fact, recent empirical studies (e.g., Hoffman & Spatariu, 2008) have demonstrated that students with higher self-efficacy gain better performance in contrast to those with lower self-efficacy in Internet-based settings. Thus, with the significant importance of self-efficacy in IBL, the aim of this paper is to conduct a literature review examining the theory, evidence, and application of the relationship between self-efficacy and IBL. On the basis of such a concept, the review will firstly define a theoretical framework for exploring self-efficacy in the Internet-based context. Then, the evidence of self-efficacy in IBL and how it is connected to the original concept of self-efficacy will be explained. Finally, a collection of related empirical studies regarding self-efficacy in the IBL condition will be reviewed. In this review, three categories regarding the relations between self-efficacy and IBL are classified:

1) the Internet Self-Efficacy (ISE), which examines learners’ confidence in their general skills or knowledge of operating Internet functions or applications in the Internet-based learning condition;
2) the interplay between Academic Self-Efficacy and Internet-Based Learning (ASE&IBL), which investigates the role of learners’ general academic confidence played in the Internet-based learning condition;
3) the Internet-Based Learning Self-Efficacy (IBLSE), which explores learners’ confidence in their participation and their expected performance, particularly in terms of the Internet-based learning.

Conceptualizing self-efficacy

In general, self-efficacy refers to how confident an individual feels about handling particular tasks, challenges, and contexts (Bandura, 1997). It is widely considered to be derived from Bandura’s (1986) Social Cognitive Theory (SCT). Bandura (1994) defines self-efficacy as people’s beliefs “about their capabilities to produce designated levels of performance that exercise influence over events that affect their lives” (p.71). It is generally reported that individuals with higher self-efficacy perceive difficult tasks as meaningful challenges, despite the fact that others may find similar tasks discouraging. In Bandura’s (1994) understanding, high self-efficacy “fosters intrinsic interest and deep engrossment in activities” (p.71); on the contrary, a lack of self-efficacy may cause people to have low aspirations, slacken their efforts, and give up easily. In addition, some researchers (e.g., Girasoli & Hannafin, 2008) have further indicated that learners’ cognitive processes can be influenced by self-efficacy.

Furthermore, as proposed by Pajares and Schunk (2001), instead of being evaluated in general, research regarding self-efficacy should be assessed at a domain-specific or task-specific level because such measures may have greater validity and predictive relevance. In other words, domain-specific self-efficacy assessment, such as asking students to state their confidence in learning mathematics or writing, is more explanatory and predictive than omnibus measures and preferable for making general academic judgments (Pajares, 1996).

Levels of self-efficacy are usually considered to have strong validity for specific task domains, and most of the findings have suggested that self-efficacy is positively related to learners’ performance. That is, a strong sense of self-efficacy can enrich human achievement in many ways (Karsten & Roth, 1998). For example, Caprara et al. (2008) indicated that the lower the decline in self-efficacy, the higher the grades and the greater the likelihood of remaining in high schools. Hoffman and Spatariu (2008) similarly demonstrated the positive effects of self-efficacy on problem-solving efficiency. Based on the above literature, when exploring the relationship between self-efficacy and IBL, it becomes important to interpret self-efficacy carefully from different perspectives.

Self-efficacy in IBL environment

Recently, a great amount of research relating to self-efficacy has been carried out in the educational research community. Nevertheless, different researchers have observed learners’ self-efficacy from a variety of perspectives. As a result, prior to describing relevant applications of self-efficacy in the IBL research, it may be helpful to identify appropriate definitions for different types of self-efficacy. In general, academic self-efficacy (ASE) pertains to a student’s perception of academic learning (Girasoli & Hannafin, 2008), while computer self-efficacy (CSE) is defined as an individual’s perceived confidence regarding his/her ability to use a computer (Compeau & Higgins, 1995; Murphy, Coover, & Owen, 1989). Likewise, general Internet self-efficacy describes people’s perceptions about their own abilities to use the Internet (Tsai & Tsai, 2003), whereas IBL self-efficacy represents individuals’
confidence and self-belief in their ability to master an online course or online learning activity (Yukselturk & Bulut, 2007). For the purpose of this review and for the consistency of terminology, learners’ general Internet self-efficacy is named as their ISE (Internet self-efficacy) in the present study.

In comparison with the development of computers, Internet technology is viewed as a relatively innovative invention. Therefore, before attempting to interpret the conceivable relations between self-efficacy and IBL, it is meaningful to discuss the relevant findings concerning CSE. Marakas Yi, and Johnson (1998) defined CSE as “an individual’s perception of efficacy in performing specific computer related tasks within the general computing domain” (p. 127). Thus, CSE can be considered a domain specific measure of self-efficacy that reflects a person’s belief in his/her ability to perform specific computer tasks. Consistent with the original concept of the self-efficacy theory, CSE is developed over time and is thought to have influences on the consequence of learners’ interactions with computers when facing obstacles (Compeau & Higgins, 1995; Murphly, Coover, & Owen, 1989). Compared with ISE-related work, more extensive literature on CSE has been published. For instance, Moos and Azevedo (2009) conducted a comprehensive literature review on the relations between computer-based learning environments and CSE. Based on their report, a number of scholars have distinguished CSE into disparate dimensions. For example, Marakas, Yi, and Johnson (1998) and Marakas, Johnson, and Clay (2007) have divided CSE into two distinct levels: general computer self-efficacy, which assesses learners’ general beliefs about their computing skills (e.g., their confidence in using software to complete a computing job), and application-specific self-efficacy, which assesses confidence in using specific applications (i.e. confidence in the ability to rename a file in specific applications such as Excel or Word).

Moos and Azevedo’s (2009) work synthesized the studies including those empirically examined factors related to CSE and the relationship among CSE, learners’ learning outcomes, and learning processes in the computer-based learning environment. On the basis of their findings, both behavioral and psychological factors were found to be positively related to CSE, which is related to students’ learning outcomes in computer-based learning environments. Besides, it was shown that this relationship may change with students’ acquisition of skills or knowledge. Finally, users’ CSE might be related to their navigational paths in computerized learning environments. Different from Moos and Azevedo’s review on CSE, the present research specifically focuses on those studies pertaining to the relations between self-efficacy and IBL environments.

Method

Paper selection

In this study, the Social Science Citation Index (SSCI) database from 1999 to 2009 was used for paper selection using the following keywords for topics: Internet AND self-efficacy; web AND self-efficacy; network AND self-efficacy; e-learning AND self-efficacy; online AND self-efficacy. The first phase of the search produced 489 articles. Studies published from 1999 to 2009 were selected because Internet technology is considered to have been widely implemented in the educational realm since 1999. To illustrate, in 1999, the UNESCO Institute on Information Technologies in Education initiated and began the project the Internet in Education (UNESCO, 2003). Moreover, IBL was defined as those learning activities taking place in an Internet-based setting. Then, the data gathering procedure was directed to the subsequent selection derived from the criteria determined by three experts in the field of educational technology. The selection criteria were comprised of three principles: (a) the major purpose of the study must include at least one component probing the role of self-efficacy in any kind of IBL condition, (b) the study design should be based on an empirical methodology, and (c) the main findings of the research must be related to learning and must elaborate the application of self-efficacy in an Internet-based setting. Abstracts were first reviewed and articles were then limited according to these principles. Then, full papers were examined for the relevancy to this review. On the basis of the previously mentioned criteria and three rounds of expert panel discussions for the validation of the selection, 46 articles remained for the current review.

Review framework

Four educational researchers examined the 46 papers selected, conducted content analyses by summarizing the major findings of the studies, and after two rounds of discussions, concluded three categories for this review, which could cover almost all of the topics under investigation. The first category consisted of the studies relating to learners’
general Internet self-efficacy (ISE); the second category included the investigation exploring the interplay between learners’ academic self-efficacy and the Internet-based learning (ASE&IBL). The third category contained research probing learners’ IBL self-efficacy (IBLSE), that is, learners’ self-confidence in their participation and their expected performance in an IBL setting.

Table 1. The review framework for the research regarding self-efficacy and Internet-based learning

<table>
<thead>
<tr>
<th>Category</th>
<th>Subcategory 1</th>
<th>Subcategory 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Role of self-efficacy in IBL</td>
<td>Alteration of self-efficacy in IBL</td>
</tr>
<tr>
<td>ISE (Internet Self-Efficacy)</td>
<td>To investigate relations between learners’ ISE and learning processes or outcomes in IBL</td>
<td>To probe how learners’ ISE may be altered in IBL</td>
</tr>
<tr>
<td>ASE&amp;IBL (Academic Self-Efficacy and Internet-Based Learning)</td>
<td>To investigate the interplay between learners’ ASE and learning processes or outcomes in IBL</td>
<td>To probe how learners’ ASE may be altered in IBL</td>
</tr>
<tr>
<td>IBLSE (Internet-Based Learning Self-Efficacy)</td>
<td>To investigate relations between learners’ IBLSE and learning processes or outcomes in IBL</td>
<td>To probe how learners’ IBLSE may be altered in IBL</td>
</tr>
</tbody>
</table>

Moreover, similar to the framework applied in other reviews (e.g. Lee et al., in press; Tallent-Runnels et al., 2006), two subcategories were further drawn. The first subcategory comprised the studies exploring the relationship between students’ self-efficacy and their learning process or learning outcomes in IBL conditions. Meanwhile, the second subcategory was made up of the research probing how students’ self-efficacy might be altered among different IBL contexts. Table 1 provides an outline of the research framework of the present study.

Review Results

Internet Self-efficacy (ISE)

According to Table 1, studies in the ISE category were divided into two subcategories. On the one hand, the investigation between learners’ ISE and their learning processes or outcomes in the IBL condition was explored. On the other hand, an amount of research was utilized to probe how learners’ ISE may have altered in IBL settings. A complete list of research involving learners’ ISE is summarized in Table 2.

Table 2. Summary of ISE research in alphabetic order. (* = included in both ISE and ASE&IBL categories; exp=experimental design)

<table>
<thead>
<tr>
<th>Author</th>
<th>Purpose</th>
<th>Participants</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>*Brown et al. (2003)</td>
<td>Find ISE changes through GlobalEd Project</td>
<td>234 high school students in US</td>
<td>survey</td>
</tr>
<tr>
<td>Chiu &amp; Wan (2007)</td>
<td>To investigate changes of ISE on information searching in the Internet-based condition</td>
<td>136 college students in Taiwan</td>
<td>exp</td>
</tr>
<tr>
<td>Chu &amp; Tsai (2009)</td>
<td>To build a model explaining ISE’s influence on adult learners’ preferences for IBL</td>
<td>541 adult learners in Taiwan</td>
<td>survey</td>
</tr>
<tr>
<td>Hong (2006)</td>
<td>To assess ISE’s role in health-related online search</td>
<td>84 US university student</td>
<td>exp</td>
</tr>
<tr>
<td>*Joo et al. (2000)</td>
<td>To test the applicability of self-efficacy theory to the context of IBL</td>
<td>152 junior high school students in Korea</td>
<td>survey</td>
</tr>
<tr>
<td>Lam &amp; Lee (2006)</td>
<td>To investigate the role of ISE and outcome expectations in older adults’ usage of Internet</td>
<td>1000 adults in Hong Kong</td>
<td>exp</td>
</tr>
<tr>
<td>Liang &amp; Tsai (2008)</td>
<td>To explore the relations between ISE and preferences for constructivist IBL</td>
<td>365 college students in Taiwan</td>
<td>survey</td>
</tr>
<tr>
<td>Lu et al. (2007)</td>
<td>To explore ISE’s effect on students’ likelihood of using Internet-based systems to seek information</td>
<td>229 university students in US</td>
<td>survey</td>
</tr>
<tr>
<td>O’Malley &amp; Kelleher (2002)</td>
<td>To examine PR students’ ISE in either geographically dispersed or local teams</td>
<td>55 university students in US</td>
<td>quasi-exp</td>
</tr>
</tbody>
</table>
It was found that some studies had been conducted to assess learners’ basic perceptions of ISE in IBL prior to the investigation of the relationship between learners’ ISE and their learning processes or outcomes in the IBL condition. For instance, Torkzadeh and van Dyke (2001), Wu and Tsai (2006), and Peng, Tsai, and Wu (2006) developed a number of questionnaires in order to assess learners’ basic perceptions of ISE. Torkzadeh and van Dyke (2001) used 277 responses from university students to develop and validate a 17-item ISE scale. Statistical analysis supported a three-factor model, including surfing/browsing, encryption/decryption, and system manipulation. According to their report, the first factor assessed learners’ confidence in surfing, browsing or finding information in an IBL setting; the second factor assessed learners’ confidence in decrypting or encrypting messages in an Internet-based setting; the third factor assessed learners’ confidence in operating an IBL system. Evidence of reliability and construct validity were indicated in their study.

Similarly, to find out learners’ fundamental perceptions of ISE, Tsai and his colleagues (Peng, Tsai, & Wu, 2006; Wu & Tsai, 2006) divided ISE into two types: general Internet self-efficacy and communicative Internet self-efficacy. General self-efficacy addresses students’ Internet self-efficacy for basic functions or purposes (e.g. I can search for information on the Internet by using keywords), whereas communicative self-efficacy probes their efficacy for Internet-based communication or interaction (e.g. I think I can talk to others in online chat rooms). With a sample of 1,313 university students in Taiwan, Wu and Tsai (2006) found that students’ Internet attitudes are highly correlated with not only general ISE but also with communicative ISE. It was suggested that students’ Internet attitudes could be viewed as one of the important indicators for predicting ISE. In a similar way, Peng, Tsai, and Wu (2006) investigated 1,417 Taiwanese university students and proposed that students perceiving the Internet as a leisure tool (e.g. as a tour or a toy) showed higher communicative ISE than those using the Internet simply as functional technology.

In addition to probing learners’ basic perceptions of ISE, Tsai and his research team also attempted to identify the conceivable relationship between learners’ ISE and their learning processes or learning outcomes (Chu & Tsai, 2009; Liang & Tsai, 2008; Tsai & Tsai, 2003). For example, to examine the role of students’ ISE in their information searching strategies in an IBL setting, Tsai and Tsai (2003) conducted 8 in-depth case studies and concluded that high ISE students had better information searching strategies and learned better than those with low ISE in the Internet-based condition. Moreover, in an attempt to explore the relationship between learners’ ISE and their preferences for IBL, Liang and Tsai (2008) surveyed 365 Taiwanese college students and revealed that students with higher ISE (e.g. “I can search for information on the Internet by using keywords.”) showed greater preferences for IBL which they could use with ease; however, students with higher communicative ISE (e.g. “I think I can talk to others in online chat rooms.”) tended to display relatively weaker preferences for inquiry learning in IBL.

**Relations between ISE and learning processes/outcomes**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Method</th>
<th>Sample Size</th>
<th>Context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peng et al. (2006)</td>
<td>To explore ISE &amp; perceptions of Internet</td>
<td>1,417</td>
<td>university, Taiwan</td>
</tr>
<tr>
<td>Schmidt &amp; Ford (2003)</td>
<td>To evaluate the impact of meta-cognition activities on ISE in IBL</td>
<td>79</td>
<td>undergraduates in US</td>
</tr>
<tr>
<td>*Thompson et al. (2002)</td>
<td>To examine the relationship between learners’ self-efficacy and their search task performance</td>
<td>90</td>
<td>undergraduates in US</td>
</tr>
<tr>
<td>Torkzadeh &amp; Van Dyke (2001)</td>
<td>To develop an appropriate ISE instrument</td>
<td>277</td>
<td>undergraduates in US</td>
</tr>
<tr>
<td>Torkzadeh &amp; Van Dyke (2002)</td>
<td>To examine the relationship among users’ training, attitude, and ISE</td>
<td>189</td>
<td>university students in US</td>
</tr>
<tr>
<td>Torkzadeh et al. (2006)</td>
<td>To develop and examine a contingency model of ISE</td>
<td>347</td>
<td>university students in US</td>
</tr>
<tr>
<td>Tsai &amp; Tsai (2003)</td>
<td>To examine ISE's effect on information search strategies for IBL science learning</td>
<td>8</td>
<td>university freshmen in Taiwan</td>
</tr>
<tr>
<td>Wu et al. (2006)</td>
<td>To investigate the relationship between students’ attitude and their ISE</td>
<td>1,313</td>
<td>university students in Taiwan</td>
</tr>
<tr>
<td>Yang et al. (2007)</td>
<td>Explore how ISE mediates IAN &amp; IBL intention</td>
<td>368</td>
<td>university, Taiwan</td>
</tr>
</tbody>
</table>
Recently, to establish a theoretical model to explain factors that might influence adult learners’ preferences for constructivist IBL settings, Chu and Tsai (2009) gathered data from 541 participants enrolled in adult education institutes for structural equation modeling (SEM) analyses. The results revealed that ISE plays a mediating role in the relationships between Internet usage and the participants’ preference for IBL, and indicates that with augmented time spent on Internet practice, adult learners’ ISE, strengthening their preferences for IBL, may be increased.

Besides exploring how ISE might be associated with learner’s learning processes, a certain amount of research has investigated the relationship between ISE and the subsequent use of Internet-based systems. For instance, Yi and Hwang (2003) extended the technology acceptance model by incorporating ISE to predict the use of the Blackboard system by surveying 109 university students, and concluded that ISE positively influences the decision to use Internet-based technology and subsequent actual use. Contradictory to Yi and Hwang’s positive results, in an attempt to explore factors influencing students’ likelihood of using the Internet to seek information, Lu et al. (2007) found that respondents’ ISE had no significant association with their intentions to seek information on the Internet after surveying 229 international students. Similarly, with a sample of 368 undergraduates, Yang et al. (2007) found that the anxiety of Internet use negatively influenced ISE, whereas ISE did not significantly affect the intention to use Internet sites. Lam and Lee (2006) inquired into the role of ISE and outcome expectations in learners’ usage of the Internet by a longitudinal study among 1,000 seniors in Hong Kong. Their findings generally validated the effects of ISE and outcome expectations on the Internet usage intention.

Finally, Hong (2006) explored the effects of ISE and search task specificity on the outcomes and task perseverance of finding online health-related sites that contained attributes of website accountability. In the study, 84 US university students conducted two search tasks (general and specific) that varied in the degree of task difficulty. The results showed that high ISE participants located sites higher in website accountability in the general search task than their low ISE counterparts. Besides, the participants with high ISE demonstrated more task perseverance than those with low ISE.

Alteration of ISE

A number of studies were found to utilize experimental designs and to examine how learners’ ISE might be changed through an intervention or training. Take Schmidt and Ford’s (2003) study for example, 42 undergraduate students received a brief introduction to metacognitive practices, in which trainees were informed to more frequently and accurately reflect on what they were learning through the program before creating Web pages, while 37 participants in the control condition began the Web-page creation training immediately. Consistent with their expectations, learners reporting greater levels of metacognitive activity during training had higher levels of ISE when compared with their counterparts.

Similarly, O’Malley and Kelleher (2002) required 55 university students majoring in public relations to develop a statement and measured their ISE before, immediately after, and 7 weeks after working in either geographically dispersed (Kansas and Hawaii) or local (Kansas only) teams. In the experimental section, two participants from Kansas State and two from Hawaii were randomly assigned to each group. The participants in the control section were also randomly assigned, but they were not assigned to collaborate with students from Hawaii. The results revealed that learners’ ISE increased over time regardless of the experimental conditions.

Torkzadeh and his team members conducted several experimental studies to probe how ISE might be elevated or related to learners’ Internet attitudes. Torkzadeh and van Dyke (2002) as well as Torkzadeh, Chang, and Demirhan (2006) reported the effects of training on learners’ ISE and their computer user attitudes. With a 17-item ISE scale developed and validated in 2001, Torkzadeh and van Dyke (2002) reported on the effects of training on students’ ISE and their computer user attitudes by utilizing questionnaires with a sample of 189 university students. Training was considered an important way of improving computer-related self-efficacy (Compeau & Higgins, 1995; Marakas, Yi, & Johnson, 1998). Therefore, the study collected questionnaire responses at both the beginning and end of an introductory computer training course. The content of the training program was not clearly reported in Torkzadeh and van Dyke’s (2002) study, but they suggested that the training significantly improved the students’ ISE. Besides, respondents with a favorable attitude toward computers were found to have higher ISE scores than those with an unfavorable attitude; and male respondents consistently reported higher than females for ISE on both the pre- and post-training scores.
Torkzadeh, Chang, and Demirhan (2006) developed and examined a contingency model of learners’ CSE and ISE. With measures of user attitude, computer anxiety, computer self-efficacy, and Internet self-efficacy, the authors analyzed the survey responses of 347 university students from multiple sections of a training course like information technology infrastructure and decision support systems. The result suggested that the training programs significantly improved learners’ CSE and their ISE. Besides, respondents with favorable attitudes toward computers improved their ISE significantly more than those with unfavorable attitudes. Respondents with low computer anxiety improved both their CSE and ISE significantly more than those with high computer anxiety; however, the interaction effect between attitude and anxiety was only significant for the CSE scores but not for the ISE scores.

Finally, Chiou and Wan (2007) investigated the change of ISE on information searching in an Internet-based condition. The students receiving low-difficulty manipulation (i.e., allowing a longer search period) obtained a higher level of ISE, whereas those receiving high-difficulty manipulation (i.e., allowing a shorter search period) possessed a lower level of ISE. The results indicated that the enhancement effect of positive task experience (such as low-difficulty tasks) on self-efficacy was more pronounced for individuals with lower levels of ISE on information searching in Internet-based settings, whereas the deteriorating effect of negative experience was more prominent for individuals with higher levels of ISE on information searching in the Internet-based condition.

**Summary of ISE research**

In conclusion, research found in the ISE category mainly focused on developing and validating methods of assessing learners’ ISE and exploring its relationship with those factors likely to play a role in students’ learning processes or outcomes in the IBL condition. To name a few, the relations among students’ ISE and their attitudes, strategies, and preferences were examined.

Besides, some researchers also paid attention to gender-related issues while making efforts to link ISE with the abovementioned constructs. It is generally believed that computer-related tasks are more advantageous for males than females (Li & Kirkup, 2007). Although some studies (e.g. Wu & Tsai, 2006; Torkzadeh & van Dyke, 2002) have actually found that male students reveal better ISE than their female counterparts, a report of 234 high school participants conducted by Brown et al. (2003) suggested that either boys’ or girls’ ISE regarding a specific simulation ILE named GlobalEd Project had revealed similar patterns.

Interestingly, when taking measures to explore learners’ levels of ISE, a majority of the studies (e.g. Joo, Bong, & Choi, 2000; Thompson, Meriac, & Cope, 2002; Tsai & Tsai, 2003) adopted the behavior or the performance of search tasks as students’ learning outcomes. To illustrate, Thompson, Meriac, and Cope (2002) found positive correlation between ISE and the number of correct search results produced. Joo, Bong, and Choi (2000) stated that students’ scores on the Internet-based search tests were significantly and positively predicted by their ISE. Hence, it may be suggested that search tasks is regarded as the most commonly implemented IBL activities at the present stage.

**Interplay between academic self-efficacy and Internet-based learning (ASE&IBL)**

According to Bandura (1997), ASE is defined as students’ expectations of how successful they will be in the classroom. There is no doubt that issues relating to ASE have been extensively researched (Pajares, 1996; Schunk & Pajares, 2002); however, most of the investigations are not related to the learning occurring in Internet-based contexts. Therefore, in the present review, the ASE&IBL category was specifically drawn to discuss the interplay between learners’ ASE and IBL settings.

At first, it was found that a variety of methods and objectives characterized the research comprising the ASE&IBL category. To name a few, ASE was disclosed to be associated with goal orientation (Sins *et al.*, 2008), self-regulated learning (Crippen & Earl, 2007; Yukselturk & Bulut, 2007; Joo *et al.*, 2000), and motivational beliefs (Yukselturk & Bulut, 2007; Tai, 2006) in IBL settings. Moreover, it was found that, on the one hand, most of the non-experimental studies have investigated the relationship between learners’ ASE and their motivational constructs influencing pupils’ IBL processes or outcomes. On the other hand, the experimental research was inclined to the comparisons among diverse types of learning environments. More specifically, to probe potential variations, some were conducted...
within a variety of forms of the IBL setting, but some were implemented within both Internet-based and traditional F2F learning conditions. It was proposed that different extents of students’ ASE may have been derived from the differences in these learning environments. The studies involving ASE&IBL issues are summarized in Table 3.

Table 3. Summary of ASE&IBL research in alphabetic order. (* = included in both ISE and ASE&IBL categories; exp=experimental design)

<table>
<thead>
<tr>
<th>Author</th>
<th>Purpose</th>
<th>Participants</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>*Brown et al. (2003)</td>
<td>To find ISE changes through GlobalEd Project</td>
<td>234 high school students in US</td>
<td>survey</td>
</tr>
<tr>
<td>Crippen &amp; Earl (2007)</td>
<td>To create an Internet-based program which improves user performance and supports well-structured problem solving</td>
<td>66 university students in US</td>
<td>quasi-exp</td>
</tr>
<tr>
<td>Farel et al. (2001)</td>
<td>To show IBL effect on professional development and practice</td>
<td>28 staffs in US</td>
<td>exp</td>
</tr>
<tr>
<td>Francescato et al. (2006)</td>
<td>To compare learners’ ASE between collaborative F2F and IBL groups</td>
<td>50 university students in Italy</td>
<td>exp</td>
</tr>
<tr>
<td>Francescato et al. (2007)</td>
<td>To compare learners’ self-efficacy in developing professional skills in collaborative F2F and IBL courses</td>
<td>166 university students in Italy</td>
<td>survey, interview</td>
</tr>
<tr>
<td>*Joo et al. (2000)</td>
<td>To test the applicability of self-efficacy theory to contexts of IBL</td>
<td>152 junior high school students in Korea</td>
<td>survey</td>
</tr>
<tr>
<td>Kitsantas &amp; Chow (2007)</td>
<td>To examine how ASE varied across four different instructional environments</td>
<td>472 college students in US</td>
<td>quasi-exp</td>
</tr>
<tr>
<td>Meyer et al. (2002)</td>
<td>To assess the impact of using the Internet-based setting where elders provided tutoring for students</td>
<td>12 adults (62-80 yrs old) and 60 5th-graders in US</td>
<td>exp</td>
</tr>
<tr>
<td>Sins et al. (2008)</td>
<td>To test relations among learners’ AS, goal orientation, cognitive processing, and achievement in collaborative IBL</td>
<td>60 pre-university science majors in Holland</td>
<td>survey</td>
</tr>
<tr>
<td>Tai (2006)</td>
<td>To test how the effect of training framing from supervisors on trainees’ AS may influence the overall effectiveness</td>
<td>126 employees in Taiwan</td>
<td>exp</td>
</tr>
<tr>
<td>*Thompson et al. (2002)</td>
<td>To examine the relationship between learners’ self-efficacy and their search task performance</td>
<td>90 undergraduate students in US</td>
<td>exp</td>
</tr>
<tr>
<td>Waldman (2003)</td>
<td>To examine the role AS played in students’ use of the library’s electronic resources</td>
<td>340 university students in US</td>
<td>survey</td>
</tr>
<tr>
<td>Yukselturk &amp; Bulut (2007)</td>
<td>To examine relationship among learner selected variables, AS, self-regulated learning, and their success in IBL</td>
<td>80 online students in Turkey</td>
<td>survey, interview</td>
</tr>
</tbody>
</table>

Relations between ASE and IBL processes/outcomes

As stated, a number of studies (i.e. Sins et al., 2008; Waldman, 2003; Yukselturk & Bulut, 2007) have explored how ASE, coupled with other motivational constructs, plays a role in students’ successful IBL. That is, they have sought to find out how ASE may be associated with students’ IBL processes or IBL outcomes.

Sins et al. (2008) tested 60 11th-grade students’ conceptual model of the relationship between students’ achievement goal orientation and their ASE with respect to a modeling task in an Internet-based setting, where learners could collaborate online by means of a synchronous chat on inquiry assignments for science courses. The study found that learners’ mastery-approach goal orientation and their ASE were both positively related to their achievement in the modeling task and their use of deep cognitive processes.

Similarly, in an attempt to find out what might influence students’ IBL of programming, Yukselturk and Bulut (2007) analyzed and examined the relationship among 80 online learners’ selected variables (i.e. gender, age, ...
educational level, locus of control, and learning style), motivational beliefs (i.e. intrinsic goal orientation, extrinsic goal orientation, control beliefs, task values, self-efficacy, and test anxiety), self-regulated learning components, and their success in an Internet-based setting. The study result showed that although learners’ ASE and their intrinsic goal orientation beliefs were correlated with their IBL success, they did not enter the final prediction model in the regression analyses. This finding was somewhat contradictory to Pintrich and de Groot’s (1990) research outcomes, in which respondents’ ASE and their intrinsic motivation significantly affected their achievement.

In a similar way, to encourage students to use library facilities and electronic resources, Waldman (2003) conducted a study to understand what factors may have promoted students to seek out information in a library setting. Previous research showed that students’ ASE might be related to their academic achievement outcomes (Bandura, 1997; Pajares, 1996). Therefore, Waldman (2003) analyzed 340 university freshmen’s responses concerning their library/computer usage and their ASE. The research finding showed that the students who expressed interest in learning about the library’s electronic resources were more likely to have higher ASE for completing the learning task. Moreover, students with higher ASE for completing the task tended to use the library more often. The study outcome was consistent with other research on self-efficacy (e.g. Ren, 2000), suggesting that self-efficacious students have a tendency to be more active in academic work and to use resources available to them.

Finally, Thompson, Meriac, and Cope (2002) examined the relationship between learners’ self-efficacy (including both general ISE and ASE) and their search task performance in the IBL condition. A total of 90 participants were required to search the Internet and to list the names of the industrial-organizational psychologists they found. The findings indicated that the improvement in both ISE and ASE could lead to higher online performance.

Alteration of ASE by IBL

Whereas the research discussed above mainly deals with how ASE may influence or be related to students’ learning processes and outcomes in an Internet-based setting, the following studies observe how ASE may be altered in different Internet-related learning conditions. It was found that some studies measured the learners’ ASE within IBL conditions only (e.g. Crippen & Earl, 2007; Meyer et al., 2002), while others intended to compare learners’ differences of ASE between traditional F2F classroom settings and Internet-based situations (e.g. Francescato et al., 2006, 2007; Kitsantas & Chow, 2007).

Crippen and Earl (2007), Meyer et al. (2002), and Tai (2006) have evaluated participants’ ASE among Internet-based conditions only. Crippen and Earl (2007) described a quasi-experimental study, wherein expert modeling was believed to improve ASE, and worked examples served as expert models in their study. A total of 66 students were randomly assigned to one of three conditions: a worked example group, a worked example/self-explanation group, and the control group. In the end, the combination of worked example with self-explanation prompt was reported to improve students’ performance, problem solving skills, and ASE in terms of whether personal goals were achieved.

Meyer et al. (2002) assessed the impact of using a structured strategy as a base for an intergenerational Internet tutoring program, in which 12 older adults provided tutoring for 5th-grade students to learn the strategy through an instructional Internet-based system. The structured strategy was considered to allow readers to build mental representations similar to the text’s hierarchical organization of important ideas. Sixty students were randomly assigned to one of three groups: (a) a tutoring group, in which the students worked on the Internet-based system using the structured strategy with a tutor; (b) a group in which the students worked independently on the same Internet-based instruction without a tutor; and (c) a control group, in which the students did not receive instruction in the structured strategy. The results showed that both tutors and children in the structured strategy group with tutors increased their ASE.

Likewise, to examine the effects of training framing from supervisors on trainees’ ASE and training motivation in IBL, Tai (2006) surveyed 126 employees entering a training program introducing computer software operation and design, and further tested how these variables may have influenced the overall training effectiveness. The 126 employees were asked to complete a series of questionnaires at the beginning, the midpoint, and the end of the course. The results indicated that supervisors training framing could be used to predict trainees’ ASE, which subsequently affected their reactions, learning, and motivation.
As mentioned earlier, other researchers have intended to identify the differences in learners’ ASE between traditional F2F classrooms and IBL settings. The exploration of such differences may illustrate the role or the effects of IBL on students’ ASE. For example, Francescato et al. (2006, 2007) compared learners’ self-efficacy between traditional F2F and IBL conditions within a computer-supported collaborative learning (CSCL) setting in particular. Francescato et al. (2006) implemented a pilot study, in which 50 psychology major students were required to learn the same material in the F2F and Internet-based classroom settings. The results indicated that participants in both groups achieved similar growth in their levels of ASE, social self-efficacy, and self-efficacy for problem solving. Collecting data from a different sample, Francescato et al. (2007) conducted the other study with 166 students in similar experimental conditions. Different from the previous study, the results of the second research found statistically significant increases only in learners’ social self-efficacy and self-efficacy for problem solving for both groups, but not in their ASE. On the basis of their study outcomes, no significant increase in learners’ ASE for both F2F and Internet-based CSCL conditions was found; thus, it may be suggested that the Internet-based CSCL environment could be regarded as efficient as traditional F2F classroom settings in increasing learners’ social self-efficacy and self-efficacy for problem solving, but the effects on ASE may vary across the two studies.

Kitsantas and Chow (2007) examined how college students’ help-seeking behavior varied across three different instructional learning environments. A total of 472 students enrolled in distance, distributed, and traditional classes were queried about their help-seeking preferences, help-seeking tendencies, personal threat in seeking help, and ASE. The research findings showed that, regardless of the class in which they were enrolled, the students’ academic achievement was positively associated with their ASE. These results were consistent with previous research findings, in which ASE was positively inter-correlated and predicted achievement, and students with higher ASE for successful problem solving displayed greater performance monitoring and persisted longer than those with lower ASE (Pintrich & de Groot, 1990).

Finally, in an attempt to examine the changes in self-efficacy through Internet-based courses, one study concerning medical professional training was reported. Farel, Umble, and Polhamus (2001) discussed the effect of an analytical skills training course on medical professional development and practice. Through a one-year Internet-based program, the study found that 28 participants’ ASE increased significantly, suggesting that the Internet-based analytical and technical training initiatives could offer a promising means for reaching public health professionals, and provide an alternative opportunity for off-site workshops. With the IBL, in-service professional practitioners could acquire easier access to and adoption of training to meet their needs, which may have led to greater motivation as well as increased ASE.

Summary of ASE&IBL research

Because students’ perceptions of ASE are considered to be important in their use of self-regulated strategies (Zimmerman & Martinez-Pons, 1990), an amount of research (e.g. Crippen & Earl, 2007; Yukselturk & Bulut, 2007; Joo, Bong, & Choi, 2000) has probed the potential interplay between learners’ ASE and their self-regulated learning activities in Internet-based settings. Furthermore, a number of studies (e.g. Joo, Bong, & Choi, 2000; Brown, et al., 2003; Thompson, Meriac, & Cope, 2002) were found to query not only learners’ ASE but also their ISE. For instance, Joo, Bong, and Choi (2000) tested the applicability of self-efficacy theory to the contexts of a specific Internet-based condition, in which learners had to conduct several search tasks. They found that learners’ perceptions of ASE could predict their performance measured by written tests, whereas their perceptions of ISE were significant in predicting their search test performance. These results give evidence to support that learners’ ASE is more associated with achievement measured by a conventional assessment mode, while learners’ ISE is related to their performance in operating Internet-related functions. Similarly, Brown et al. (2003) discussed gender issues in terms of learners’ ASE and ISE. They found no difference between the two genders and concluded that both boys and girls revealed similar patterns of responses for both kinds of self-efficacy. Finally, Thompson, Meriac, and Cope (2002) examined learners’ ASE and ISE in the IBL condition and suggested that improvement in both self-efficacies could lead to higher online performance. This conclusion was consistent with Bandura’s (1986) assertion, indicating a reciprocal interaction between learners’ self-efficacy and their performance. Therefore, when Girasoli and Hannafin (2008) reviewed the potential importance of designing scaffolds in the Internet-based condition, they suggested that both students’ ASE and their general ISE should be taken into consideration and intentionally promoted.
Internet-based learning self-efficacy (IBLSE)

The category of IBLSE is made up of the research which examines learners’ confidence in their participation and their expected consequent performance particularly derived from IBL activities. A number of features were found among the studies.

First of all, rather than developing a full instrument particularly evaluating learners’ IBLSE, most researchers only included a factor with a limited number of questions in their surveys. Several reasons may account for a lack of relevant research. First, a large number of participants are required for the development of surveys, and it may somehow be difficult for researchers to have access to a large group of individuals possessing complete IBL experiences. IBLSE-related instruments can be context dependent and susceptible to a specific kind of IBL programs. Thus, it becomes difficult for other researchers to validate a questionnaire previously utilized in other research with different types of IBL activities. Thus, IBLSE-related instrument or factor may only play a minor role in many of the studies (e.g. Chang & Tung, 2008; Liaw, 2008; Tsai, 2009).

Besides, compared with the research concerning ISE or ASE&IBL, studies relating to IBLSE seem to be widely applied to certain established models. A certain amount of research was found to comply with the Technology Acceptance Model (TAM) and its associated implementation regarding the IBLSE construct.

Finally, very little research aimed to investigate the changes of learners’ IBLSE. Instead of implementing experimental designs, a large amount of research has merely presented relational/co-relational data within this category (e.g. Artino, 2008; Johnson, Hornik, & Salas, 2008; Wang & Newlin, 2002). A limited number of experimental studies may suggest that, rather than observing the possible differences among diverse learning conditions, IBLSE-related research seems to have explored the interplay between learners’ self-efficacy in terms of IBL and their academic outcomes in such learning activities, or their satisfaction with Internet-based programs. A complete list of studies involving IBLSE issues is provided in Table 4.

Table 4. Summary of IBLSE research in alphabetic order. (exp=experimental design)

<table>
<thead>
<tr>
<th>Author</th>
<th>Purpose</th>
<th>Participants</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artino (2008)</td>
<td>To investigate the relations between learners’ IBLSE and their satisfaction</td>
<td>646 undergraduates in US</td>
<td>survey</td>
</tr>
<tr>
<td>Bates &amp; Khasawneh (2007)</td>
<td>To propose a mediated model where a set of antecedent variables influenced students’ IBLSE</td>
<td>288 university students in US</td>
<td>survey</td>
</tr>
<tr>
<td>Bolman et al. (2007)</td>
<td>To investigate the usability of the IBL system</td>
<td>808 unders, friends &amp; families in Holland</td>
<td>exp</td>
</tr>
<tr>
<td>Chang &amp; Tung (2008)</td>
<td>To add IBLSE as one of the factors to propose a new hybrid TAM.</td>
<td>212 undergraduates in Taiwan</td>
<td>survey</td>
</tr>
<tr>
<td>Choi et al. (2007)</td>
<td>To suggest an IBL success model based on flow theory</td>
<td>223 vocational school students in Korea</td>
<td>quasi-exp</td>
</tr>
<tr>
<td>Johnson et al. (2008)</td>
<td>To develop a model by adding social presence to learners’ IBLSE.</td>
<td>345 university students in US</td>
<td>survey</td>
</tr>
<tr>
<td>Lee (2006)</td>
<td>To investigate factors affecting the adoption of the IBL through TAM</td>
<td>1085 university students in Taiwan</td>
<td>survey</td>
</tr>
<tr>
<td>Lee &amp; Lee (2008)</td>
<td>Suggest a research model based on relations of IBLSE and IBL system perception</td>
<td>225 unders in Korea</td>
<td>survey</td>
</tr>
<tr>
<td>Liaw et al. (2007).</td>
<td>To explore instructors’ and learners’ attitudes toward IBL</td>
<td>30 instructors &amp; 168 unders in Taiwan</td>
<td>survey</td>
</tr>
<tr>
<td>Liaw (2008)</td>
<td>To examine relations among learner satisfaction, IBLSE, and IBL effectiveness</td>
<td>424 university students in Taiwan</td>
<td>survey</td>
</tr>
<tr>
<td>Moneta et al. (2007)</td>
<td>To evaluate students’ affective learning in IBL</td>
<td>414 undergraduates in Hong Kong</td>
<td>quasi-exp</td>
</tr>
<tr>
<td>Ong &amp; Lai (2006).</td>
<td>To explore gender differences among dominants affecting IBL acceptance</td>
<td>156 employees in Taiwan</td>
<td>survey</td>
</tr>
<tr>
<td>Park (2009)</td>
<td>To investigate students’ adoption of IBL via SEM technique with LISREL program</td>
<td>628 university students in Korea</td>
<td>survey</td>
</tr>
</tbody>
</table>
Relations between IBLSE and IBL processes/outcomes

As stated, most of the findings revealed in the IBLSE-related studies pertain to certain established models. Consequently, IBLSE is frequently utilized as a predicting factor which may influence or be related to students’ learning processes or outcomes. Moreover, it was also noted that a majority of the research pays attention to the application of the Technology Acceptance Model (TAM). For example, Park (2009) surveyed 628 university students’ adoption of IBL using the structural equation modeling technique. A general structural model including IBLSE was developed, and IBLSE was found to be the most important construct for the participants’ intention to use e-learning. Similarly, Lee (2006) probed the factors affecting the adoption of an IBL system by surveying 1,085 Taiwanese university students online. The research evidence was found to lend support to the original TAM findings, in which students’ IBLSE was demonstrated to significantly relate to their perceived ease of use. Hence, it was considered important to develop an easy-to-use system and to increase participants’ IBLSE.

In a similar way, on the basis of questionnaire responses collected from 67 female and 89 male employees in six international companies based in Taiwan, Ong and Lai (2006) explored gender differences in perceptions and relationships among factors affecting the acceptance of IBL. The research findings showed that although females’ rating of IBLSE was lower than males’, females’ perception of IBLSE played a more important determinant role in affecting their behavioral intention to take part in IBL. It was hence suggested that gender issues should be taken into consideration when developing relevant theories.

Furthermore, in a series of studies probing learners’ intention to engage in IBL, Chang and Tung (2008) and Tung and Chang (2008a, 2008b) proposed new hybrid models in which TAM was combined with the innovation diffusion theory. According to their research results, IBLSE was one of the critical factors which may have an impact upon students’ behavioral intentions. At first, Chang and Tung (2008) combined the innovation diffusion theory and TAM, and added two research variables comprising of perceived system quality and IBLSE to study students’ behavioral intentions to use an IBL course. With an analysis of questionnaire responses from 212 undergraduate students who were using online learning course websites in Taiwan, the study found that IBLSE had a positive effect on students’ behavioral intention to use the online learning course websites.

Similarly, derived from the questionnaire responses from 267 nursing students of six universities in Taiwan, Tung and Chang (2008a) reported that IBLSE had a positive effect on learners’ behavioral intention to use the Internet-based nursing program. Finally, Tung and Chang (2008b) added four variables, including computer anxiety, IBLSE, perceived financial cost, and perceived information quality. Based on 228 questionnaires collected from nursing students who had taken Internet-based courses in Taiwan, they found the more confident students were in their ability to use IBL (i.e., higher IBLSE), the more likely they were to take part in Internet-based courses.

Likewise, deriving from the notion of TAM, a three-tiered Technology Use Model (3-TUM) was developed by Liaw, Huang, and Chen (2007) and Liaw (2008) to investigate how individuals’ IBLSE influences their satisfaction and behavioral intention regarding IBL programs. In their studies, 3-TUM was defined as integrated multidisciplinary perspectives comprising motivation, social cognitive theory, theory of planned behavior, and TAM. In Liaw, Huang, and Chen’s (2007) study, a total of 30 instructors were asked to answer a series of questionnaires. The result indicated that instructors’ behavioral intention to use the IBL program was positively influenced by their perceived IBLSE. Similarly, derived from 424 university students’ survey responses, Liaw (2008) stated that users’ perceived IBLSE played a positive role in determining students’ satisfaction with and behavioral intention to use Internet-based systems.
Though Lee and Lee (2008) did not directly refer their study to the notion of TAM, they proposed a research model adopting IBLSE as a moderating variable to investigate learners’ perceptions of the quality of an IBL system. Their study result indicated that higher IBLSE group was more sensitive to the effectiveness and usefulness of the system and was aware of the contextual information quality (e.g. the variety of the lectures) than those with lower IBLSE. On the contrary, the lower IBLSE group was found to be more sensitive to the effect of the ease-of-use of the system and paid more attention to the representational information quality (e.g. the consistency of the lectures). This outcome may suggest that learners with different IBLSE have diverse opinions about IBL activities.

While some studies have specialized in issues concerning TAM, others are concerned with the relationship between learners’ perceived IBLSE and their satisfaction with IBL settings. As an instance, Artino (2008) surveyed 646 undergraduates and concluded that learners’ IBLSE and their perception of the learning environment were significantly positive predictors of their satisfaction. Likewise, Johnson, Hornik, and Salas (2008) developed a model of e-learning effectiveness, which added social presence to other frequently studied variables, such as users’ IBLSE, perceived usefulness, course interaction, and effectiveness. With an examination of survey responses from 345 individuals, they found that learners with higher IBLSE were more satisfied with the course than those with lower IBLSE.

Still others demonstrated the relationship between students’ IBLSE and their learning outcomes in the IBL condition. For instance, to examine students’ personal choices when taking Internet-based courses, Wang and Newlin (2002) investigated 122 college students and tested whether learners’ IBLSE would predict their performance in the Internet-based sections of the class. The results showed that students’ perceived IBLSE were predictive of their final exam scores. Moreover, students showing curiosity about the Internet-based program revealed higher IBLSE and had better class performance than those taking part in the course solely due to availability.

Similarly, Bolman et al. (2007) investigated the usability of a navigation support tool, which guided learners by generating advice on the next best step to take in a self-directed Internet-based course. Although they found that the navigation tool had not increased learners’ IBLSE, it was indicated that learners with high IBLSE had completed more modules, adhered more often to the advice given, and were convinced that the navigation tool helped them plan the course. Therefore, it was suggested to incorporate IBLSE enhancing strategies in the navigational support of IBL activities.

**Alteration of IBLSE**

Among the reviewed papers, little research directly examined how IBLSE might be altered by certain types of IBL. Rather, these studies utilized “indirect” methods of investigation to reveal some potential avenues of fostering IBLSE. For instance, Bates and Khasawneh (2007) considered that evaluating the mediating role of IBLSE could provide a better understanding of the functional properties or potential enhancement of IBLSE and further clarify what factors might account for the differences among individuals in their participation in IBL activities. Accordingly, they proposed a mediated model to seek and to identify a number of theoretically based factors, which were believed to contribute to the development of IBLSE. On the basis of 288 university students’ survey responses and self-reports, the research results revealed a partially mediated model, in which the block of antecedents (i.e. students’ previous success with the IBL, instructor feedback, anxiety, pre-course training, and the perceived nature of IBL ability) had a direct effect on the dependent variables (i.e. students’ outcome expectations, mastery perceptions, and the hours spent per week using the IBL technology to complete assignments for university courses) as well as an indirect effect through their influence on IBLSE. The finding was considered consistent with Bandura’s (1982) premise that one of the strongest sources of self-efficacy beliefs is an individual’s direct experience with the same or a similar phenomenon. It was proposed that instructional strategies, providing positive learning experiences with the IBL, may play a vital role in enhancing learners’ IBLSE, fostering positive expectations, and encouraging their use of the technology.

With a sample of 223 learners taking part in an Internet-based program, Choi, Kim, and Kim (2007) confirmed that flow experience and attitude towards IBL had significant impacts on learners’ IBLSE. Therefore, to enhance the effectiveness of IBL, it may not be sufficient to focus solely on learners’ preferences; instead, to increase students’ experience involvement, or intrinsic interest may be some possible ways to enhance learners’ preferences, which may consequently contribute to students’ IBLSE.
Besides, in an attempt to investigate students’ conceptions of learning in the F2F condition, conceptions of IBL, and the differences between these conceptions, Tsai (2009) analyzed 83 Taiwanese college students’ interview transcripts. The findings derived several categories of conceptions of F2F traditional-type learning and IBL, and it was suggested that the conceptions of IBL were often more sophisticated than those of F2F learning. In addition, learners’ questionnaire responses revealed that the sophistication of the conceptions of IBL was associated with better searching strategies as well as higher IBLSE. These findings highlighted the need for fostering students’ conceptions of learning by Internet-based environment, as they may enhance more sophisticated learning strategies and IBLSE.

Finally, different from previous research designs, one study was found to compare students’ learning outcomes within a variety of classroom settings. Moneta and Kekkonen-Moneta (2007) assessed 414 students on not only affective learning (including intrinsic engagement, extrinsic engagement, and negative affect) but also IBLSE in an introductory computing course, which was taught once in a lecture format and twice in a rich interactive multimedia online format. IBLSE was assessed by a questionnaire item. The research results found that the IBL modules fostered more intrinsic engagement and higher IBLSE.

**Summary of IBLSE research**

In conclusion, while looking into the research relating to learners’ IBLSE, probing their confidence in the participation and expected performance in the Internet-based activities, a great number of studies (e.g. Chang & Tung, 2008; Liaw, Huang, & Chen, 2007) were found to deal with the extended development of established models. For example, the notion of TAM is extensively applied in the relevant research. Moreover, some studies (e.g. Artino, 2008; Johnson, Hornik, & Salas, 2008) have discussed the relation between users’ IBLSE and their satisfaction with IBL, whereas others (e.g. Bates & Khasawneh, 2007; Choi, Kim, & Kim, 2007; Tsai, 2009) were found to perceive IBLSE as a predictor or a mediator of students’ learning outcomes in an Internet-based setting.

Indeed, by assessing students’ IBLSE, researchers may have acquired indications about their expected outcomes derived from IBL activities. In fact, this finding may have also resulted from the fundamental feature of IBLSE, in which IBLSE was utilized to evaluate learners’ perceptions of their learning in an Internet-based setting. Therefore, it may have been somehow unavoidable to associate IBLSE with the students’ evaluation of their satisfaction or performance with regards to IBL.

Compared with the research found in the ISE and ASE&IBL categories, it was noted that relatively few studies (Moneta & Kekkonen-Moneta, 2007) had been conducted to compare learners’ IBLSE among different learning environments. However, it was found that providing positive learning experiences with IBL activities (Bates & Khasawneh, 2007; Choi, Kim, & Kim, 2007) or the sophistication of the conceptions of IBL conceptions of IBL (Tsai, 2009) may have played an important role in enhancing learners’ IBLSE.

Finally, several studies were found to probe learners’ IBLSE in specific domains in particular. For example, Chang and Tung (2008) and Tung and Chang (2008a, 2008b) examined students’ IBLSE in nursing contexts, whereas others investigated their IBLSE in IBL of management (Lee & Lee, 2008), psychology (Wang & Newlin, 2002) or service academy (Artino, 2008). In general, the research results have indicated a positive influences of IBLSE on either learners’ intention, performance, or satisfactory toward IBL.

**Discussions and Conclusions**

**State of self-efficacy research in IBL environments**

Because of the increasingly important role self-efficacy plays in Internet-based learning (IBL), the relationship between self-efficacy and IBL has been widely investigated in the last decade. Consequently, the present study has collected and investigated 46 research papers published from 2000 to 2009 concerning these relations for a comprehensive literature review. Research is classified into three major categories: the Internet Self-Efficacy (ISE); the interplay between Academic Self-Efficacy and Internet-Based Learning (ASE&IBL); and the Internet-Based Learning Self-Efficacy (IBLSE).
Regarding the category of ISE research, the studies generally focus on the relationship between learners’ Internet self-efficacy and learning processes. The relations among students’ ISE and their attitudes, strategies, and preferences have been frequently examined. It is worth noting that because of the prolific development of Internet-based instruction, which has elicited various forms of IBL activities, research concerning ISE is likely to assess students’ confidence in their skills or knowledge of operating specific Internet applications (such as communication) in IBL contexts instead of evaluating learners’ ISE in general.

As for research regarding ASE&IBL, it is found that students’ ASE is often applied to correlate with their performance, motivation, and perceptions of the effectiveness of Internet-based systems. In general, students’ ASE has had positive effects on their academic outcomes resulted from IBL.

Finally, research on learners’ IBLSE, which investigates learners’ confidence in their expected performance in IBL, is discovered to mainly deal with the application of established models. For instance, a great amount of research has been arranged on the notion of Technology Acceptance Model (TAM). Moreover, IBLSE was found to be perceived as a predictor of students’ learning outcomes and their satisfaction with IBL activities. In general, IBLSE was shown to have impacts on learners’ satisfaction with IBL.

**Evaluation of self-efficacy research in IBL environments**

According to the original theory proposed by Bandura (1982, 1994), the source of self-efficacy is derived from multiple sources of efficacy information, including enactive mastery (e.g., past performance accomplishments resulting from previous experiences or training), verbal persuasion such as that resulting from collaboration and performance-related corrective feedback, and physiological arousal including changes in emotional states such as anxiety, fear, or positive anticipation. However, except for Francescato et al. (2006, 2007) and Johnson, Hornik, and Salas’ (2008) reports concerning social persuasion, Bates and Khasawneh (2007), Yang, et al. (2008), and Chiou and Wan’s (2007) investigation on mastery experiences, and Moneta and Kekkonen-Moneta’s (2007) paper regarding affection arousal, relatively few empirical studies were found researching from the initially proposed concept of self-efficacy.

In addition, deriving from Moos and Azevedo’s (2009) review of computer self-efficacy (CSE), three major findings were suggested: First, both learners’ behavioral and psychological factors are related to CSE; secondly, CSE pertains to students’ learning outcomes in computer-based learning (CBL) environments; and finally, CSE was found to be associated with users’ navigational paths. In comparison with their findings, the current study found similar trends but somehow varied results in the research on self-efficacy in IBL environments. For instance, the results of research concerning the relationship between students’ self-efficacy and their behavioral factors were found to be inconsistent in this current study. On one hand, some study findings revealed that ISE (Chu & Tsai, 2009; Lam & Lee, 2006; Yi & Hwang, 2003) or IBLSE (Chang & Tung, 2008; Liaw, Huang, & Chen, 2007) are related to students’ subsequent use of IBL systems; on the other hand, others (Lu et al., 2007; Yang et al., 2007) stated that ISE had no significant effect on their following participation in IBL activities. This might imply there is a difference between the roles of CSE and ISE played in CBL and IBL environments respectively, indicating different natures could exist between CSE and ISE as well as between CBL and IBL.

Aside from the inconsistent findings about the relations between learners’ self-efficacy and their behaviors, investigation outcomes on the relationship between students’ self-efficacy and their psychological factors (such as perceived attitude, anxiety, and usefulness) seem to be consistent in this current study. Studies have, in general, indicated a positive relation between students’ ISE and their attitude towards IBL (Peng, Tsai, & Wu, 2006; Torkzadeh, Chang, & Demirhan, 2006; Wu & Tsai, 2006) and a negative relation between learners’ ISE and their perceived anxiety (Lam & Lee, 2006; Torkzadeh, Chang, & Demirhan, 2006; Yang et al., 2007).

Moreover, consistent with Moos and Azevedo’s (2009) findings, the relationship between students’ self-efficacy and their achieved outcomes in IBL was found to be positively correlated. For instance, Tsai and Tsai (2003) stated that students with higher ISE had better information search strategies and learnt better than their counterparts. Thompson, Meriac, and Cope (2002) found positive relations between students’ self-efficacy (including both ISE and ASE) and the number of correct search results produced. In the ASE&IBL category, various researchers (Sins et al., 2008; Wang & Newlin, 2002; Yukselturk & Bulut, 2007) have claimed that ASE could serve as a positive predictor of
learners’ final achievement in the IBL condition. Similarly, in the IBLSE category, Bolman et al. (2007) also revealed a positive relationship between learners’ IBLSE and their IBL outcomes.

Furthermore, it was noted that when attempting to take measures probing learners’ perceptions of self-efficacy, a significant amount of research (e.g. Chiou & Wan, 2007; Joo, Bong, & Choi, 2000; Thompson, Meriac, & Cope, 2002) has adopted search tasks to predict students’ learning outcomes in the Internet-based setting because search tasks may still be considered as the most commonly implemented IBL activities. Nevertheless, in contrast to Moos and Azevedo’s (2009) findings concerning CSE, no relevant research in this review was found on the relationship between individuals’ perceived self-efficacy in the Internet-based setting and their navigational paths. More research may be needed to investigate on the relationship.

Finally, some methodological issues may be worthy of notice. First, it seems that all of the Internet-related research concerning self-efficacy is based on questionnaires or surveys for measuring self-efficacy. Researchers should find other ways of assessing students’ Internet-related self-efficacy, such as interviews or observation. Most of the studies in this review employed a quantitative approach; qualitative or mixed research approaches are recommended for future research. In addition, among the 46 papers reviewed, 35 studies used university students as their samples. In other words, most of the participants invited to take part in the related studies were either undergraduates or graduate students in universities. It may be necessary to encourage learners with various kinds of demographic backgrounds to take part in the relevant research. Meanwhile, among the reviewed papers, 19 studies in America, 22 studies in Asia, and 5 studies in Europe were reported. Relevant research based on European samples is relatively rare. Finally, within all of the reviewed studies, only students’ or employees’ perceptions were probed; it may be interesting to investigate instructors’ perceptions of Internet-related self-efficacy.

Future study

Because the papers selected for the current review were limited to those included in the SSCI database, other relevant research regarding self-efficacy may still be found to outline a more comprehensive review. Future studies can explore the differences between students’ perceptions about CBL and IBL as well as compare students’ CSE and ISE, simultaneously, in order to further examine the relationship between CSE and ISE. Secondly, researchers can further examine the construct of three categories of self-efficacy in IBL by assessing the significance and power of using ISE, ASE and IBLSE to predict students’ IBL performances or outcomes. This could help researchers and educators realize more about the relationships among the three variables and learning outcomes in IBL environments. Thirdly, future studies can examine the relationship between students’ perceived self-efficacy and their learning behaviors in specific Internet-based learning context such as the online search tasks mentioned above. Finally, more qualitative methods are suggested for future Internet-related self-efficacy assessments.
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ABSTRACT
In order to inform educators in higher education on the integration of Web 2.0 applications for engaging and effective learning experiences, this survey study compared the use and acceptance of Web 2.0 applications between American and Korean college students through the lens of cultural differences. Undergraduate students were recruited to participate in this study in the U. S. and the South of Korea, producing 183 usable responses. Targeting six Web 2.0 applications (blogs, instant messenger, online social communities/Facebook, online video sharing/YouTube, online video & audio conference/Skype, and social virtual communities/Second Life) the survey investigated five categories of technology acceptance based on the Unified Theory of Acceptance and Use of Technology. Significant differences on utilization level and the anxiety level for using them were found in numerous Web 2.0 applications. Korean students responded that most Web 2.0 applications are apprehensive for them to use when compared to their counterparts in the U.S.. The study further discussed the observed differences based on cultural theories and their implications on Web 2.0 learning technology integration.
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Introduction
Today, college students use Web 2.0 applications more frequently than ever in and out of the classrooms. Applications such as blogs, instant messenger, online communities, video sharing tool, and web conferencing tool are gaining popularity. Students use them to create their own contents on the web, contribute and collaborate with others, and develop social networks via multiple formats of media and representation (O’Reilly, 2005). These activities although imply the possibility of using Web 2.0 applications for instructional purposes in higher education (Weller, Pegler, & Mason, 2005), it also raises the question of whether or not students can efficiently utilize the same Web 2.0 tools for learning (Huang & Behara, 2007). Even though students already use a variety of Web 2.0 applications on a daily basis, they may not know how to use them efficiently for gaining new knowledge or developing new skills. Educators in higher education interested in using Web 2.0 applications also need empirical evidences to help them integrate Web 2.0 applications in their instructional environments. This study aimed to explore these issues as an effort to promote the utilization of Web 2.0 applications to enhance learning experiences. Specifically, we were interested in exploring cultural differences’ effect on Web 2.0 application utilization since research has suggested that such differences are present in the virtual world as well as in the physical world (Pfeil, Zaphiris, & Ang, 2006). Through comparison between participants from the U.S. and South Korea we aimed to investigate the usage of, and the technology acceptance level of Web 2.0 applications among college students. This study intended to answer the following questions:
• Do students from different countries prefer different Web 2.0 applications for learning?
• Are there different attitudes towards using Web 2.0 applications based on their cultural contexts?

Web 2.0 Applications for Learning
According to Anderson (2007), Web 2.0 is a collective term for a group of web-based technologies that broaden users’ communication capabilities and options. Available tools include blogs, wikis, RSS feeds, online video sharing (e.g., YouTube, Google Video), and online social networking sites (e.g., Facebook, LinkedIn, Ning). Timothy O’Reilly (2005), who initially conceived the term, defines Web 2.0 as an active and open web architecture that values users’ proactive participation and contribution, which makes it more personalized and interactive than the previous generation Web applications (McLoughlin & Lee, 2007). Due to Web 2.0 applications’ features in promoting proactive participation and collaborative sharing, they are suggested to bear great potential in educational settings.
In formal learning, Safran, Helic, & Gutl (2007) emphasized that Web 2.0 applications make it possible to uphold critical and analytical thinking, facilitate intuitive and associational thinking, and support analogical thinking through ease access to rich information and interacting various opinions. Such applications might be efficient in conducting case studies due to their collaborative nature based on experiential learning approach (Huang & Behara, 2007). Furthermore, Web 2.0 applications enable users to connect to and collaborate with others with diverse interactions (Selwyn, 2007). For educators who implement student-centered learning activities and students who want to gain knowledge or skills through student-centered learning, Web 2.0 applications could also provide versatile opportunities. Boyd (2007) claimed that social aspects of Web 2.0 might support three activities that characterize student-centered learning. First is the support for conversational interaction. Second is the support for social feedback. Third is the support for social networks and relationship between people for enhancing the learning experience. *Facebook* (http://www.thefacebook.com), for example, is a social network community (SNC) that could enrich the learning process by allowing users to express themselves freely (Selwyn, 2007). Since *Facebook* has many useful facets for education such as reflective elements, peer-feedback with social context of learning (Selwyn, 2007), some educators have utilized its capacity for connecting students easily and optimistically (Lemeul, 2006). *Second Life*, an online virtual community, has also been used for educational purposes because it supports learning activities such as uploading personal opinions, participating in team work, and sharing knowledge and information made by users (Selwyn, 2007). Johnson & Levine (2008 & 2009) reported that in the next three to five years, higher education institutions will adopt a wide variety of Web 2.0 applications for the purposes of better engaging college students and enhancing instructional efficiencies. In terms of informal learning, Klamra, Chatti, Duval, Hummel, Hvannberg, Kravcik, Law, E., Naeve, & Scott, (2007) suggested that Web 2.0 applications could facilitate and enhance lifelong learning experience by connecting students in collaborative environments with diminishing boundaries around the world. People are engaged in a wide range of technologies-based informal learning at home and in the communities by continuously collaborating with others in interaction-rich social environments (Selwyn, 2007).

In sum, Web 2.0 applications, as discussed earlier, might be prominent to enable educators to create personalized, active, participatory, and cooperative learning environments (McLoughlin & Lee, 2007). In turn, educators can provide extensive opportunities for students who have various needs to enhance their learning experiences through enriched interactions and collaborations in Web 2.0 applications (Bryant, 2006; McLoughlin & Lee, 2007).

### Web 2.0 Applications and Cultural Differences

The increasing use of the Internet in educational settings around the world has prompted discussions about the relationship between cultures and technologies (Holmes, 1998). Collis (1999) argued that culture is a critical factor in influencing how people accept, react to, and use the Internet. Recent studies have explored the cultural diversity of usage of the Internet. Li and Kirkup (2005) investigated cultural differences of the Internet use between students of universities in China and in the UK. Their results showed that British students used computers more for their study than Chinese students. Chinese students, however, had more confidence about their advanced computer skills. Allwood and Wang (1990) studied how students conceptualize computers in China and Sweden. They revealed that Swedish students were more pessimistic about the effects of computers on society than their Chinese counterparts. Other research (Brosnan & Lee, 1998; Collis & Williams, 1987) further concluded the effect of cultural differences on computer users’ attitudes might be observable. Omar (1992) studied how college students have different attitudes towards computers and found that American students have more positive attitudes than Kuwaiti students.

According to Hofstede (1980, 1991), national differences can be understood in terms of national cultures. Cultures, in Hofstete’s assertion, consist of four dimensions: power distance, individualism/collectivism, masculinity/femininity, and uncertainty avoidance. Power distance refers to “the degree of inequality in power between a less powerful individual and a more powerful other, in which individual and other belong to the same social system”(Hofstede, 2001, p. 83). High power distance of organizations tends to realize and accept that power is not given to employees equally (Hofstede, 1994, 1998). Individualism refers to the degree to which individuals feel they are “on their own” rather than part of a larger group identity. Masculinity refers to the degree to which a culture emphasizes competition, achievement, and “getting ahead” (Bearden, Money, & Nevins, 2006, p. 195). Uncertainty avoidance indicates the degree of tolerance for ambiguity and risk.
Among the four dimensions of cultural difference, power distance, individualism vs. collectivism, and uncertainty avoidance are particularly relevant in studying the use of Web 2.0 applications. Mandl (2009) explored comparing Chinese and German Blogs. They figured several results that Chinese expressed emotional and positive comments on Blogs compared to Germany. Users in Germany posted more negative comments on their blogs. This result assumes that users in China, whose culture is characterized by collectivism, tend to express less negative comments as they try not to say negative comments about others. A recent study explored the relations between the patterns of changes on wikis and the cultural background of the contributors, and suggested the tools themselves are neutral but cultural differences might affect how users utilize them (Pfeil, Zaphiris, & Ang, 2006). Their study found that respondents from high distance power countries tended to be reluctant to delete others’ contents or links, even though they thought the content was incorrect. Respondents from high masculinity countries tended to add information and contribute to group products through lots of activities.

The most valuable advantage of Wiki is supporting collaboration among team members. According to Cogburn & Levinson (2003), one of the factors that hindered effective collaboration in virtual projects was the different communication styles from cultural differences. Gudykunst and Ting-Toomey (1988) reported the relationship between collectivism/individualism by Hofstede (1986) and high context/low context (Hall, 1976). In high context cultures, a lot of ‘unspoken’ meaning follows when users communicate with others. Hofstede (1984, 1986) addressed that North American and Western European countries tend to have individualism and low context culture. In contrast, South American and many Asian countries tend to be collectivistic and high context culture. Therefore, users in low culture cultures may not figure ‘unspoken’ meaning out in virtual communication. Guo, Tan, Turner, and Xu (2008) investigated preferences of communication media (face to face, telephone, email and instant messenger) from Australia and China. Chinese preferred to use telephone and instant messenger, while Australians preferred to use email. According to Hofstede (1989), China had an uncertainty index score that was lower than Australia. In order to avoid uncertainty, Australia may prefer to use email instead of telephone or instant messenger.

Flickr, a popular social photo-sharing tool, was investigated by Dotan and Zaphiris (2010). They revealed the cultural differences in websites driven by different countries’ users such as Peru, Israel, Iran, Taiwan and the U.K. The users from Peru and Taiwan were less interested in sharing content compared to users from Iran and Israel since Peru and Taiwan had the highest power distance index and lowest individual index scores. However, the correlation between Hofstede’s scores and quantitative data based on users’ activities on websites with Flickr was weak. The gathered quantitative data may not reflect cultural differences or the index of cultural dimensions might be needed to collect.

Chapman and Lahav (2008) investigated social network sites from different cultures such as U.S, France, China, and South Korea. The results showed the differences in terms of the users’ goals, typical pattern of self-expression, and common interaction behaviors. Users of popular social network sites in the U.S tend to publish more personal information. In contrast, users in China publish less personal information than those in the U.S.. In terms of self-expression, French users tend to discuss common topics instead of personal topics but Chinese users tend to discuss more personal topics. On interaction behaviors of social network sites, there are differences of user’s behaviors between the U.S and South Korea. Shin (2010) investigated motivations for utilizing social networking sites from the U.S and South Korea. The results revealed that users from both countries believe social networking sites are useful and entertaining. Users in the U.S. utilize social networking sites because of extrinsic motivation but users in South Korea utilize them due to intrinsic motivation. In addition, users in South Korea connect with their real friends who they know and share content on Cy-world (Shin & Kim, 2008). However, users in the U.S. did not consider friends on MySpace as real friends (Dwyer, 2007). MySpace allows users in the U.S. to connect members who have the same interests or opinions and the social relations may be different between Cy-world and MySpace because of this reason (Shin, 2010). Fogg and Iizawa (2008) compared two popular social networking sites from the U.S and Japan to investigate how social networking tools might motivate users in different cultures. Facebook has direct and assertive motivators and Mixi, a popular social network site in Japan has indirect and subtle motivators.

Park, Mohan, and Ponnusamy (2009) investigated the learners’ perception of Web 2.0 applications for learning. The results showed that Malaysian students learned more from a collectivist learning approach but the American students preferred an individualistic learning approach. However, learners in two countries responded that Web 2.0 applications were useful for learning. Eze (2009) conducted an online survey to explore which factors influence the utilization of Web 2.0 applications of European undergraduate and graduate students for learning. A total of 285 participants participated in the online survey from the Netherlands, Great Britain, and Ireland. This study reported
that culture is essential when users utilize Web 2.0 applications for learning. In particular, individualism, power distance, masculinity, and technology experience affected the utilization of Web 2.0 applications. Singh, Zhao and Hu (2003) compared Chinese and American websites focusing on cultural differences and stated, “the web is not a culturally neutral medium, but it is full of cultural markers that give country-specific websites a look and feel unique to the local culture” (p.63). That is, although the Internet is used around the globe, students use it differently based on their situational or national contexts (Li & Kirkup, 2007).

In sum, the usage of, and the technology acceptance level of Web 2.0 applications might be influenced by users’ cultural differences since previous research has suggested that such differences are present in the virtual world. Therefore, this study focuses on examining cultural differences’ effect on Web 2.0 application utilization through comparison between participants from the U.S. and South Korea.

**Method**

**Participants**

This survey study was conducted in 2008 at a public midwestern university in the U.S. and at two private universities in South Korea. A total of 314 students (107 American students and 207 Korean students) were recruited to participate, producing 183 usable responses (83 American and 100 Korean). Comparison analyses were conducted to identify the difference between the two sets of survey data. All data were collected via voluntary participation by a web-based survey interface.

**Measuring Utilization Level of Web 2.0 Applications**

To cover a wide range of technologies that have been utilized in e-learning settings in higher education, this study targeted six Web 2.0 applications: blogs, instant messenger, online social communities (eg., Facebook), online video sharing (eg., YouTube), online video & audio conferencing tools, and social virtual environment (eg., Second Life). To investigate the utilization level of Web 2.0 applications, the research team created the survey based on selected categories of Unified Theory of Acceptance and Use of Technology (UTAUT) (Venkatesh, Morris, Davis, & Davis, 2003), which includes performance expectancy, effort expectancy, attitude, social influence, and anxiety. See Table 1 for survey items on Web 2.0 utilization. UTAUT is the synthesis of eight other models (ie., theory of reasoned action, technology acceptance model, motivational model, theory of planned behavior, model of PC utilization, innovation diffusion model, and the social cognitive theory). The instrument measures a unified technology acceptance rate expressed by individuals or organizations.

<table>
<thead>
<tr>
<th>Categorization</th>
<th>Questions</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance expectancy</td>
<td>1. I would find it useful in my learning tasks</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>2. Using it enables me to accomplish tasks more quickly</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3. Using it increases my productivity</td>
<td>3</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>4. Learning to use it is easy for me</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>5. Using it for learning is a good idea</td>
<td>5</td>
</tr>
<tr>
<td>Attitude toward using Web 2.0 applications</td>
<td>6. It makes learning more interesting</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>7. I like learning with it</td>
<td>7</td>
</tr>
<tr>
<td>Social influence</td>
<td>8. People who influence my behavior think that I should use it</td>
<td>8</td>
</tr>
<tr>
<td>Anxiety</td>
<td>9. I feel apprehensive about using it</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>10. It is somewhat intimidating to me</td>
<td>10</td>
</tr>
</tbody>
</table>

**Procedures of the Study**

The survey was developed using an online survey tool, Survey Monkey (http://www.survey.monkey.com), which can be accessed from anywhere via the Internet. Participants had as much time as they needed to complete the
survey. But they can access the online survey once. Questions were based on a 7-point Likert scale with response options ranging from strongly disagree (1) to strongly agree (7). Demographic information regarding students was also obtained. Participants were recruited from undergraduate and graduate programs via random selections. The researchers then contacted course instructors for permissions to post the research information in their classrooms explaining the purpose and procedure of the study. The online survey was available for four months before the data analysis.

Results

Based on the research questions, this study used both descriptive and inferential statistics for data analysis. The research team first used descriptive statistics to report the distribution of Web 2.0 utilization levels. Inferential statistics (i.e., t-test) was then conducted to identify the difference on participants’ Web 2.0 utilization levels between samples from the two countries.

In total, 107 students from a public mid-western university in the U.S. and 207 students from two private universities in South Korea participated in the study. However, 131 participants’ datasets were removed due to incompleteness or errors. The research team analyzed 183 usable responses for the utilization of Web 2.0 applications (59% of 314 submitted responses). Of the 183 completed surveys, 75 of them were male (40.9%) and 77 were female (42.0%). The data consists of 18 (9.8%) freshmen, 45 (24.5%) sophomores, 50 (27.3%) juniors, 51 (27.8%) seniors, and 14 (7.6%) graduates. The respondents also reported their academic majors. See Table 2 for the demographic and academic major data.

<table>
<thead>
<tr>
<th>Demographics</th>
<th>U.S (n=83)</th>
<th>South Korea (n=100)</th>
<th>Total (n=183)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>42(50.6%)</td>
<td>33(33%)</td>
<td>75(40.9%)</td>
</tr>
<tr>
<td>Female</td>
<td>21(25.3%)</td>
<td>56(56%)</td>
<td>77(42.0%)</td>
</tr>
<tr>
<td>No response</td>
<td>20(24.0%)</td>
<td>11(11%)</td>
<td>31(16.9%)</td>
</tr>
<tr>
<td>Year</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Freshman</td>
<td>17(20.4%)</td>
<td>1(1%)</td>
<td>18(9.8%)</td>
</tr>
<tr>
<td>Sophomore</td>
<td>9(10.8%)</td>
<td>36(36%)</td>
<td>45(24.5%)</td>
</tr>
<tr>
<td>Junior</td>
<td>10(12.0%)</td>
<td>40(40%)</td>
<td>50(27.3%)</td>
</tr>
<tr>
<td>Senior</td>
<td>32(38.5%)</td>
<td>19(19%)</td>
<td>51(27.8%)</td>
</tr>
<tr>
<td>Graduate</td>
<td>10(12.0%)</td>
<td>4(4%)</td>
<td>14(7.6%)</td>
</tr>
<tr>
<td>No response</td>
<td>5(6%)</td>
<td>N/A</td>
<td>5(2.7%)</td>
</tr>
<tr>
<td>Major</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Business/Management</td>
<td>10(12.0%)</td>
<td>7(7%)</td>
<td>17(9.2%)</td>
</tr>
<tr>
<td>Engineering/Computer Science</td>
<td>22(26.5%)</td>
<td>7(7%)</td>
<td>29(15.8%)</td>
</tr>
<tr>
<td>Education</td>
<td>15(18.0%)</td>
<td>61(61%)</td>
<td>76(41.5%)</td>
</tr>
<tr>
<td>Liberal Arts/Social Science</td>
<td>16(19.2%)</td>
<td>19(19%)</td>
<td>35(19.1%)</td>
</tr>
<tr>
<td>Other</td>
<td>12(14.4%)</td>
<td>6(6%)</td>
<td>18(9.8%)</td>
</tr>
<tr>
<td>No response</td>
<td>8(9.6%)</td>
<td>N/A</td>
<td>8(4.3%)</td>
</tr>
</tbody>
</table>

Descriptive statistical analysis

The usage frequency of Web 2.0 applications from 183 participants was identified (see Table 3). There were 37% American students responded that they did not know what a blog is. On the contrary, 34% Korean students responded that they used blogs more than 7 times per week. Online video & audio conferencing tool and social virtual environments are mostly unfamiliar to participants. The data indicated that 52% of American students and 48% of Korean students did not know what an online video & audio conferencing tool is. In addition, 78% of American and 66% of Korean respondents reported that they did not know what a social virtual environment is.
Table 3. Analysis of usage frequency of Web 2.0 applications per week

<table>
<thead>
<tr>
<th>Web 2.0 applications</th>
<th>Country</th>
<th>I don’t know what this is</th>
<th>1 time</th>
<th>2 - 4 times</th>
<th>5 - 6 times</th>
<th>More than 7 times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blogs</td>
<td>U.S.</td>
<td>31 (37%)</td>
<td>31 (37%)</td>
<td>9 (11%)</td>
<td>2 (2%)</td>
<td>10 (12%)</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>1 (1%)</td>
<td>26 (26%)</td>
<td>17 (17%)</td>
<td>22 (22%)</td>
<td>34 (34%)</td>
</tr>
<tr>
<td>Instant Messenger</td>
<td>U.S.</td>
<td>2 (2%)</td>
<td>20 (24%)</td>
<td>14 (17%)</td>
<td>7 (8%)</td>
<td>40 (48%)</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>2 (2%)</td>
<td>14 (14%)</td>
<td>21 (21%)</td>
<td>22 (22%)</td>
<td>41 (41%)</td>
</tr>
<tr>
<td>Online social communities (e.g.,</td>
<td>U.S.</td>
<td>10 (12%)</td>
<td>9 (11%)</td>
<td>13 (16%)</td>
<td>12 (14%)</td>
<td>39 (47%)</td>
</tr>
<tr>
<td>Facebook)</td>
<td>S.K.</td>
<td>5 (5%)</td>
<td>25 (25%)</td>
<td>36 (36%)</td>
<td>18 (18%)</td>
<td>15 (15%)</td>
</tr>
<tr>
<td>Online video sharing (e.g., YouTube)</td>
<td>U.S.</td>
<td>7 (8%)</td>
<td>24 (29%)</td>
<td>26 (31%)</td>
<td>10 (12%)</td>
<td>16 (19%)</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>4 (4%)</td>
<td>47 (47%)</td>
<td>27 (27%)</td>
<td>10 (10%)</td>
<td>12 (12%)</td>
</tr>
<tr>
<td>Online video &amp; audio conferencing tool (e.g., Skype)</td>
<td>U.S.</td>
<td>43 (52%)</td>
<td>29 (35%)</td>
<td>5 (6%)</td>
<td>3 (4%)</td>
<td>3 (4%)</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>48 (48%)</td>
<td>39 (39%)</td>
<td>10 (10%)</td>
<td>1 (1%)</td>
<td>2 (2%)</td>
</tr>
<tr>
<td>Social virtual environment (e.g.,</td>
<td>U.S.</td>
<td>65 (78%)</td>
<td>12 (14%)</td>
<td>2 (2%)</td>
<td>2 (2%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>Second Life)</td>
<td>S.K.</td>
<td>66 (66%)</td>
<td>18 (18%)</td>
<td>11 (11%)</td>
<td>2 (2%)</td>
<td>3 (3%)</td>
</tr>
</tbody>
</table>

Table 4 shows the technology acceptance of Web 2.0 for learning on all six Web 2.0 applications. In average, all participants had a more positive attitude towards using instant messenger and online video sharing than other Web 2.0 tools. While American participants found that instant messenger and online video sharing are the easiest to use, Korean participants had very positive attitudes toward using blogs for their learning. In average, participants felt intimidated using a social virtual environment for learning. The anxiety level associated with using all Web 2.0 tools, however, is relatively low on a 7-point Likert scale.

Table 4. Analysis of the technology acceptance of Web 2.0

<table>
<thead>
<tr>
<th></th>
<th>Country</th>
<th>Blogs</th>
<th>Instant Messenger</th>
<th>Online social communities</th>
<th>Online video sharing</th>
<th>Online video &amp; audio conferencing tool</th>
<th>Social virtual environments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
<td>U.S.</td>
<td>3.49</td>
<td>4.23</td>
<td>3.42</td>
<td>4.93</td>
<td>3.61</td>
<td>2.95</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>4.50</td>
<td>4.15</td>
<td>4.46</td>
<td>4.30</td>
<td>3.82</td>
<td>3.55</td>
</tr>
<tr>
<td></td>
<td>U.S.</td>
<td>3.20</td>
<td>4.22</td>
<td>3.23</td>
<td>4.19</td>
<td>3.65</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>4.60</td>
<td>4.27</td>
<td>4.43</td>
<td>4.29</td>
<td>3.74</td>
<td>3.46</td>
</tr>
<tr>
<td>Effort Expectancy</td>
<td>U.S.</td>
<td>3.10</td>
<td>3.75</td>
<td>2.80</td>
<td>4.00</td>
<td>3.53</td>
<td>2.92</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>4.40</td>
<td>4.00</td>
<td>4.43</td>
<td>4.21</td>
<td>3.79</td>
<td>3.49</td>
</tr>
<tr>
<td>Attitude</td>
<td>U.S.</td>
<td>4.33</td>
<td>5.69</td>
<td>4.92</td>
<td>5.22</td>
<td>3.89</td>
<td>3.17</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>4.41</td>
<td>4.42</td>
<td>4.57</td>
<td>4.40</td>
<td>3.70</td>
<td>3.45</td>
</tr>
<tr>
<td></td>
<td>U.S.</td>
<td>3.86</td>
<td>4.45</td>
<td>3.51</td>
<td>4.40</td>
<td>3.65</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>4.74</td>
<td>4.47</td>
<td>4.68</td>
<td>4.37</td>
<td>4.03</td>
<td>3.69</td>
</tr>
<tr>
<td></td>
<td>U.S.</td>
<td>3.81</td>
<td>4.28</td>
<td>3.70</td>
<td>4.90</td>
<td>3.52</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>4.44</td>
<td>4.13</td>
<td>4.47</td>
<td>4.04</td>
<td>3.86</td>
<td>3.57</td>
</tr>
<tr>
<td></td>
<td>U.S.</td>
<td>3.57</td>
<td>4.16</td>
<td>3.67</td>
<td>4.72</td>
<td>3.43</td>
<td>3.02</td>
</tr>
<tr>
<td></td>
<td>S.K.</td>
<td>4.19</td>
<td>3.87</td>
<td>4.33</td>
<td>3.96</td>
<td>3.55</td>
<td>3.38</td>
</tr>
</tbody>
</table>
Table 5 shows the comparison of technology acceptance of Web 2.0 applications for learning from students in the U.S. and South Korea based on a t-test. Korean students had a more positive attitude towards using blogs compared to American students in terms of performance, attitude, social influence, and anxiety perspectives. In particular, Korean students responded that using blogs is a good idea as it makes learning more interesting. American students responded that learning to use instant messenger is easy, and it is not intimidating when compared to Korean students. In terms of performance and attitude categories of the technology acceptance, Korean students’ responses in using online communities for learning are more positive than their American counterparts.

American students had a more positive attitude towards using online video sharing than Korean students. They felt that using online video sharing makes learning more interesting and they like learning with online video sharing. They felt that using online video sharing is more useful in their learning tasks. American participants responded that using online video sharing is very easy for them. They also felt less intimidated when compared to Korean respondents. The analysis further indicated a significant difference between American and Korean students in the anxiety category for all six Web 2.0 applications. Korean participants felt more anxious about using those applications than American participants. Korean respondents felt apprehensive about using online audio & video conference tool. Korean students who had experience using social virtual communities had positive attitudes compared to American respondents. In terms of performance, Korean participants responded that social virtual communities are very useful and increase their productivity. They also felt that using social virtual communities enables them to accomplish tasks more quickly when compared to American participants.

Table 5. Comparison of the technology acceptance (t-test)

<table>
<thead>
<tr>
<th>Web 2.0 applications</th>
<th>Question</th>
<th>t</th>
<th>df</th>
<th>Sig. (2-tailed)</th>
<th>Mean Difference</th>
<th>Std. Error Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blogs</td>
<td>Performance</td>
<td>1</td>
<td>-3.76</td>
<td>133.29</td>
<td>0.00**</td>
<td>-1.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>-5.47</td>
<td>146.83</td>
<td>0.00**</td>
<td>-1.40</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>-5.38</td>
<td>141.01</td>
<td>0.00**</td>
<td>-1.30</td>
</tr>
<tr>
<td></td>
<td>Effort</td>
<td>4</td>
<td>-0.28</td>
<td>118.35</td>
<td>0.78</td>
<td>-0.08</td>
</tr>
<tr>
<td></td>
<td>Expectancy</td>
<td>5</td>
<td>-3.34</td>
<td>124.59</td>
<td>0.00**</td>
<td>-0.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>-2.49</td>
<td>116.52</td>
<td>0.01**</td>
<td>-0.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>-2.30</td>
<td>121.08</td>
<td>0.02*</td>
<td>-0.62</td>
</tr>
<tr>
<td></td>
<td>Social</td>
<td>8</td>
<td>-1.93</td>
<td>131.88</td>
<td>0.06</td>
<td>-0.48</td>
</tr>
<tr>
<td></td>
<td>Influence</td>
<td>9</td>
<td>-9.41</td>
<td>144.33</td>
<td>0.00**</td>
<td>-2.17</td>
</tr>
<tr>
<td></td>
<td>Anxiety</td>
<td>10</td>
<td>-1.32</td>
<td>148.84</td>
<td>0.19</td>
<td>-0.31</td>
</tr>
<tr>
<td>Instant messenger</td>
<td>Performance</td>
<td>1</td>
<td>0.34</td>
<td>142.41</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>-0.22</td>
<td>142.64</td>
<td>0.83</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>-1.04</td>
<td>130.39</td>
<td>0.30</td>
<td>-0.25</td>
</tr>
<tr>
<td></td>
<td>Effort</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Expectancy</td>
<td>5</td>
<td>5.09</td>
<td>140.15</td>
<td>0.00**</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>0.63</td>
<td>127.14</td>
<td>0.53</td>
<td>0.15</td>
</tr>
<tr>
<td>Social influence</td>
<td>7</td>
<td>1.16</td>
<td>137.73</td>
<td>0.25</td>
<td>0.29</td>
<td>0.25</td>
</tr>
<tr>
<td>Social influence</td>
<td>8</td>
<td>0.35</td>
<td>141.53</td>
<td>0.73</td>
<td>0.09</td>
<td>0.25</td>
</tr>
<tr>
<td>Anxiety</td>
<td>9</td>
<td>-11.38</td>
<td>150.06</td>
<td>0.00**</td>
<td>-2.54</td>
<td>0.22</td>
</tr>
<tr>
<td>Anxiety</td>
<td>10</td>
<td>-2.31</td>
<td>181.00</td>
<td>0.02*</td>
<td>-0.45</td>
<td>0.20</td>
</tr>
<tr>
<td><strong>Online social communities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>1</td>
<td>-4.62</td>
<td>124.98</td>
<td>0.00**</td>
<td>-1.04</td>
<td>0.22</td>
</tr>
<tr>
<td>Performance</td>
<td>2</td>
<td>-5.23</td>
<td>133.58</td>
<td>0.00**</td>
<td>-1.20</td>
<td>0.23</td>
</tr>
<tr>
<td>Performance</td>
<td>3</td>
<td>-7.40</td>
<td>139.13</td>
<td>0.00**</td>
<td>-1.63</td>
<td>0.22</td>
</tr>
<tr>
<td>Effort</td>
<td>4</td>
<td>1.26</td>
<td>112.78</td>
<td>0.21</td>
<td>0.35</td>
<td>0.27</td>
</tr>
<tr>
<td>Expectancy</td>
<td>5</td>
<td>-5.09</td>
<td>122.08</td>
<td>0.00**</td>
<td>-1.17</td>
<td>0.23</td>
</tr>
<tr>
<td>Expectancy</td>
<td>6</td>
<td>-3.53</td>
<td>136.79</td>
<td>0.00**</td>
<td>-0.77</td>
<td>0.22</td>
</tr>
<tr>
<td>Expectancy</td>
<td>7</td>
<td>-2.72</td>
<td>131.20</td>
<td>0.01**</td>
<td>-0.66</td>
<td>0.24</td>
</tr>
<tr>
<td>Social influence</td>
<td>8</td>
<td>-0.64</td>
<td>135.45</td>
<td>0.53</td>
<td>-0.16</td>
<td>0.26</td>
</tr>
<tr>
<td>Anxiety</td>
<td>9</td>
<td>-8.85</td>
<td>141.11</td>
<td>0.00**</td>
<td>-2.04</td>
<td>0.23</td>
</tr>
<tr>
<td>Anxiety</td>
<td>10</td>
<td>-2.23</td>
<td>181.00</td>
<td>0.03*</td>
<td>-0.49</td>
<td>0.22</td>
</tr>
<tr>
<td><strong>Online video sharing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>1</td>
<td>2.76</td>
<td>155.73</td>
<td>0.01**</td>
<td>0.63</td>
<td>0.23</td>
</tr>
<tr>
<td>Performance</td>
<td>2</td>
<td>-0.41</td>
<td>144.36</td>
<td>0.68</td>
<td>-0.10</td>
<td>0.24</td>
</tr>
<tr>
<td>Performance</td>
<td>3</td>
<td>-0.90</td>
<td>139.90</td>
<td>0.37</td>
<td>-0.21</td>
<td>0.23</td>
</tr>
<tr>
<td>Effort</td>
<td>4</td>
<td>3.27</td>
<td>136.27</td>
<td>0.00**</td>
<td>0.82</td>
<td>0.25</td>
</tr>
<tr>
<td>Expectancy</td>
<td>5</td>
<td>0.11</td>
<td>142.05</td>
<td>0.91</td>
<td>0.03</td>
<td>0.25</td>
</tr>
<tr>
<td>Expectancy</td>
<td>6</td>
<td>3.62</td>
<td>136.50</td>
<td>0.00**</td>
<td>0.86</td>
<td>0.24</td>
</tr>
<tr>
<td>Expectancy</td>
<td>7</td>
<td>2.99</td>
<td>132.83</td>
<td>0.00**</td>
<td>0.76</td>
<td>0.26</td>
</tr>
<tr>
<td>Social influence</td>
<td>8</td>
<td>1.77</td>
<td>181.00</td>
<td>0.08</td>
<td>0.39</td>
<td>0.22</td>
</tr>
<tr>
<td>Anxiety</td>
<td>9</td>
<td>-9.41</td>
<td>159.29</td>
<td>0.00**</td>
<td>-2.14</td>
<td>0.23</td>
</tr>
<tr>
<td>Anxiety</td>
<td>10</td>
<td>-2.23</td>
<td>181.00</td>
<td>0.03*</td>
<td>-0.52</td>
<td>0.23</td>
</tr>
<tr>
<td><strong>Audio &amp; Video conferencing tool</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>1</td>
<td>-0.82</td>
<td>139.31</td>
<td>0.42</td>
<td>-0.21</td>
<td>0.25</td>
</tr>
<tr>
<td>Performance</td>
<td>2</td>
<td>-0.37</td>
<td>181.00</td>
<td>0.71</td>
<td>-0.09</td>
<td>0.24</td>
</tr>
<tr>
<td>Performance</td>
<td>3</td>
<td>-1.06</td>
<td>146.10</td>
<td>0.29</td>
<td>-0.26</td>
<td>0.25</td>
</tr>
<tr>
<td>Effort</td>
<td>4</td>
<td>0.71</td>
<td>138.23</td>
<td>0.48</td>
<td>0.19</td>
<td>0.27</td>
</tr>
<tr>
<td>Expectancy</td>
<td>5</td>
<td>-1.50</td>
<td>147.13</td>
<td>0.14</td>
<td>-0.38</td>
<td>0.25</td>
</tr>
<tr>
<td>Expectancy</td>
<td>6</td>
<td>-1.38</td>
<td>141.42</td>
<td>0.17</td>
<td>-0.34</td>
<td>0.25</td>
</tr>
<tr>
<td>Expectancy</td>
<td>7</td>
<td>-0.47</td>
<td>135.90</td>
<td>0.64</td>
<td>-0.12</td>
<td>0.25</td>
</tr>
<tr>
<td>Social influence</td>
<td>8</td>
<td>0.02</td>
<td>150.29</td>
<td>0.98</td>
<td>0.01</td>
<td>0.25</td>
</tr>
<tr>
<td>Anxiety</td>
<td>9</td>
<td>-4.37</td>
<td>166.83</td>
<td>0.00**</td>
<td>-1.04</td>
<td>0.24</td>
</tr>
<tr>
<td>Anxiety</td>
<td>10</td>
<td>-1.11</td>
<td>167.04</td>
<td>0.27</td>
<td>-0.28</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>Social virtual Communities</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>1</td>
<td>-2.40</td>
<td>148.94</td>
<td>0.02*</td>
<td>-0.60</td>
<td>0.25</td>
</tr>
<tr>
<td>Performance</td>
<td>2</td>
<td>-2.25</td>
<td>146.17</td>
<td>0.03*</td>
<td>-0.54</td>
<td>0.24</td>
</tr>
<tr>
<td>Performance</td>
<td>3</td>
<td>-2.34</td>
<td>147.68</td>
<td>0.02*</td>
<td>-0.57</td>
<td>0.25</td>
</tr>
<tr>
<td>Effort</td>
<td>4</td>
<td>-1.06</td>
<td>138.60</td>
<td>0.29</td>
<td>-0.28</td>
<td>0.27</td>
</tr>
<tr>
<td>Expectancy</td>
<td>5</td>
<td>-2.71</td>
<td>146.92</td>
<td>0.01**</td>
<td>-0.69</td>
<td>0.25</td>
</tr>
<tr>
<td>Expectancy</td>
<td>6</td>
<td>-2.17</td>
<td>141.20</td>
<td>0.03*</td>
<td>-0.55</td>
<td>0.25</td>
</tr>
<tr>
<td>Expectancy</td>
<td>7</td>
<td>-1.44</td>
<td>143.17</td>
<td>0.15</td>
<td>-0.36</td>
<td>0.25</td>
</tr>
<tr>
<td>Social influence</td>
<td>8</td>
<td>-0.87</td>
<td>148.76</td>
<td>0.38</td>
<td>-0.22</td>
<td>0.25</td>
</tr>
<tr>
<td>Anxiety</td>
<td>9</td>
<td>-2.64</td>
<td>150.06</td>
<td>0.01**</td>
<td>-0.64</td>
<td>0.24</td>
</tr>
<tr>
<td>Anxiety</td>
<td>10</td>
<td>-1.60</td>
<td>181.00</td>
<td>0.11</td>
<td>-0.41</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Note: *p<0.05 **p<0.01
Discussion

This study has shown that American and South Korean students tend to differ in their technology acceptance levels and the usage of Web 2.0 applications for learning. Korean students reported positive attitudes towards using blogs and participating in online social communities but they had high anxiety levels in using online conferencing tools (e.g., Skype) and social virtual environments (e.g., Second Life). American students perceived a high difficulty level in using several Web 2.0 applications, such as social virtual environment tools, while they felt at ease in participating in online social communities (e.g., Facebook). American students felt optimistic in using instant messenger and online video sharing for learning but their survey responses showed lower levels of anxiety towards online conferencing and social virtual environments.

According to Communications Workers of America (CWA, 2009), South Korea has the fastest average Internet connection speed and the highest rate of broadband connectivity (Akamai Technologies, 2008) in the world. This technical fact, however, does not seem to support both descriptive and inference analyses of survey results since Korean students felt more anxious when using Web 2.0 applications than American students. Moreover, they were intimidated by instant messenger and online conferencing tools (e.g., Skype). Regardless of which Web 2.0 applications, the study showed that Korean students are more apprehensive in using them for learning than American students.

The obvious place to look for an explanation of the differences in Web 2.0 acceptance and utilization resides in two different cultural contexts of U.S. and South Korea. Sociologists have provided useful cultural dimensions focusing on attitudes towards power distance, individualism/collectivism, and uncertainty avoidance tendencies. According to Hofstede (1994, 1998), high power distance implies that the lower power members of organizations tend to realize and accept that power is not given to them equally. Korean students responded that participating in online social communities or social virtual communities is helpful toward their learning, but the results showed that they did not use them often in comparison to American students. Due to the perceived power distance, Korean students might hesitate to share their own thoughts through online social communities even though they thought that sharing different perspectives or opinions is useful for learning. Blogs, which were preferred by Korean students, have different characteristics in comparison to online social communities. Blogs can only be updated by the author, which insulates the blog author from the effect of power distance and allows them to express his thoughts or opinions freely. Blogs might be the better place for Korean students to articulate their opinions than other Web 2.0 applications because they do not need to worry about potential criticism by other participants who might be placed at a higher level of the power hierarchy.

The second cultural difference can be inferred from communication styles (Hall, 1979). According to Hofstede (1991), South Korea is very high on their collectivism scores while Americans in general have very high individualism scores. Gudykunst and Ting-Toomey (1998) contended that individualistic cultures were associated with low-context communication while the collectivistic cultures were associated with high-context cultures. Koreans, therefore, might prefer face-to-face contacts to their counterparts in Western cultures (Triandis, 1994). People who are from individualistic cultures tend to focus on themselves as unique entities, but people from collectivistic cultures see themselves as members of a group (Triandis, 1988). In high-context cultures, meanings in communication are derived from the situation, involved social relationships, and the content. People in individualistic cultures, on the other hand, rely far less on contexts to interpret meanings of communications. They tend to focus on the content of the communication. This might explain why American students felt that using instant messenger is very easy, and do not feel intimidated by using it as IM satisfies the need to communicate on the content only. On the contrary, Korean students responded that they were intimidated by using instant messengers. They may feel that they should understand the context as well as the content of the communication. Communicating through instant messengers without a clear context might not be formal enough for Koreans, which might also lead to miscommunication due to the lack of contextual cues.

The third cultural difference may be caused by uncertainty avoidance. Uncertainty avoidance in a society is often reflected in formal educational systems. Students who are in strong uncertainty avoidance cultures prefer structured learning situations with well-organized objectives, timetables, and assignments (Hofstede, 2001). When uncertainty avoidance is weak such as in Britain or U.S., students and instructors both care less about the structure of the learning process. These low uncertainty avoidance cultures, for example, encourage students to participate in online
discussions freely. So Korean students who belong to the culture of high uncertainty avoidance might hesitate to participate in online social communities or online virtual communities.

The impact of different cultures may bring conflicts for instructors and learners in traditional learning settings that are isolated from the rest of the world (Uzuner, 2009). However, it is common to encounter students with different cultural backgrounds in learning environments that are connected by the Internet. Thus it is very important to understand the significant differences between two different cultures toward the acceptance and utilization of Web2.0 applications for learning. This study could provide practical insights for educators on how to effectively integrate Web 2.0 applications for learners coming from various cultural backgrounds (Uzuner, 2009).

The findings of this study imply that instructors in culturally diverse instructional settings should consider the relationship between cultural differences and the usage and acceptance of Web 2.0 applications to facilitate students’ learning activities. Instructors also need to consider both learning objectives of the communication and cultural attitudes toward Web 2.0 applications. One way might be to intentionally choose specific Web 2.0 application for students who are reluctant to use them, as they tend to stick to specific tools based on their cultural preferences. For example, generally instant messenger is an effective tool to interact flexibly among team members. However, if the objective is to improve formal expressions of communication, instant messenger might not be a good tool for it. If the purpose is to facilitate active interactions among students, instructors should select instant messenger even though students who are from high power distance countries are not familiar with using instant messengers. Using wikis for collaborative interactions among students is another example. Students who are from high power distance countries may not comfortable contributing to wikis because they think they may have no right to delete or correct the content contributed by others. To support students’ collaboration, instructors can choose wikis even though they realize students’ cultural differences. In the case of unwilling students, instructors could help students to understand the purpose behind the use of the chosen Web 2.0 applications and challenge them to overcome their cultural attitudes towards the technology. The other approach might be choosing several Web 2.0 applications based on students’ cultural differences. Students who have different cultural backgrounds might select different tools for their learning based on their cultural preferences.

To summarize, cultural difference may influence how students accept technology and how to use it for learning. With the inevitable trend of organizations utilizing Web 2.0 applications for educational and professional purposes, cultural issues should become an important topic. Although Web 2.0 applications themselves are neutral but users are always affected by their cultural contexts. Therefore, understanding cultural differences and their potential impact could help educators to efficiently integrate appropriate Web 2.0 tools in educational settings.

**Limitations and Future Research**

Given the small sample size, we are unable to generalize our findings to different instructional settings. The preliminary results, however, offer two basic principles on which to base further research. First, students from different cultural contexts do perceive and utilize Web 2.0 applications differently for learning purposes. Second, it is not difficult to see classes that include and mix students from variety of cultural backgrounds, so it is valuable to examine how such students accept, react to, and use Web 2.0 applications for collaboration among team members. Third, potential differences of Web 2.0 utilization in instructional settings are very valuable for educators. To further investigate these principles, the research team intends to conduct in-depth task analyses for all six Web 2.0 applications in similar cultural comparison settings, and align them with intended learning outcomes. As a result we will be able to optimize learners’ performance in learning environments enriched by Web 2.0 applications.
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ABSTRACT
The study investigated the factors that might significantly affect web portal usability. Results of the study were intended to serve as inputs for faculty web portal development of the University of the East-Manila. Descriptive statistics utilized questionnaire data from 82 faculty members. The data showed that most of the respondents were relatively young, were Master’s degree holders, were skilled in using the computer and the internet, had internet access at home, and were committed to using the web portal. Respondents perceived that the different web portal design-related factors were moderately evident in the existing faculty web portal. Multiple regression analysis showed that information content as a web portal design-related factor was the only significant predictor of web portal usability. Thus, the null hypothesis stating that faculty-related and web portal design-related factors do not significantly affect faculty web portal usability is accepted except Information Content. The study also discussed the guidelines for web portal developers, as well as the limitations and implications of the study for future research.
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Introduction
One of the features of the web is a web portal. A portal, in general, is a gateway to information and services from multiple sources (Tatnall, 2005 cited in Manouselis et al., 2009) that facilitate users’ access to the content in one or more learning repositories (Holden, 2003 cited in Manouselis et al., 2009). It has a database that helps users store, locate, and retrieve learning resources (Holden, 2003 cited in Manouselis et al., 2009) in an easy centralized access to all relevant network content and applications (Tatnall & Davey, 2007 cited in Tatnall, 2009). Since the introduction of web portal concept from search engine sites such as Yahoo!, Excite, and Lycos (Tatnall, 2005 cited in Tatnall, 2009), “portals have now become an extremely important aspect of the Web and are now quite ubiquitous” (Tatnall, 2009, p. 1). In fact, Bricolo et al. (2007) found out that web portals are the most visited site among Italian families.

As technology becomes a key tool for good teaching (Adonis, 2006), academic institutions promote and encourage optimization of the Internet technology for information dissemination. The web is becoming an educational medium for universities (Manouselis et al., 2009). Higher education institutions have developed their own web portals because “universities wish to project the impression that they offer the most convenient service and excel in the field of Information Technology—this allows them to attract superior students” (Lee et al., 2009, p. 2). Manouselis et al. (2009) called it educational web portal. This serves as a gateway to information and services of some learning or teaching relevance (Manouselis et al., 2009).

The University of the East (UE) in Manila is one of the universities that recognize the power of the Internet. It continuously uses its financial resources to “connect” to the rest of the world and to support online learning. To realize these goals, UE developed its website and faculty web portal (Figures 1 and 2). In the convenience of their own homes, students and teachers can communicate undisturbed (Figure 2-f). Teachers can post lectures, notes, seat works, assignments, and even quizzes in advance (Figure 2-e).

Students can download these files and be kept informed of the lessons. Teachers can view their academic profile (Figure 2-a), know their teaching load for the current semester (Figure 2-b), and download class lists to verify students’ inclusion in the class (Figure 2-c). They can research online through its e-journals and other scholarly works (Figure 2-d). They can post the grades of the students so that they will know their class standing (Figure 2-e). Hence, a faculty web has been an access point for the diverse faculty-related undertakings that include reviewing literature, faculty-student instructional transactions, blogging, student-teacher evaluation, and record keeping.
Development and maintenance of a web portal is expensive and time-consuming. Therefore, it is imperative that the web portal be designed accordingly to achieve its optimum use. The faculty portal section in the UE website was designed with elements for academic transactions (class list downloads, lecture uploads, student-teacher forums, and evaluation results) and online research (e-journals, e-books, articles, and case studies). However, despite the elements supplied in the design, there is still a need to study the factors that significantly affect the web portal usability. There is a wealth of literature discussing website usability (e.g., Palmer, 2002; Tarafdar & Zhang, 2005; Cappel & Huang, 2007; Pearson & Pearson, 2008; Pang et al., 2009) but very few studies have been conducted to investigate web portal usability.

This study was conceived to address this gap. Specifically, it aimed to answer the following questions. (1) What are the faculty-related factors in terms of age, highest educational attainment, level of computer applications and Internet skills, commitment of use of faculty web portal, and presence of internet access at home? (2) How evident are the web portal design-related factors, such as ease of navigation, information content, availability, speed, and aesthetics, in the existing faculty web portal? (3) What is the level of usability of the web portal elements (academic
transactions and online research) as to frequency of use? and (4) Do the faculty-related factors and web-portal design-related factors, singly or in combination, affect the faculty web portal usability?

Literature review

Different studies have used the term *usability* in varied ways, thus making it a very confusing concept (Green & Pearson, 2006). There is also no common agreement on a definition of usability (Sindhuja & Dastidar, 2009). Nevertheless, Pressman (2001) attempted to define usability as an attempt to quantify user-friendliness yielding measurable attributes of the users, like (a) skills, both physical and/or intellectual, necessary to learn the system, (b) time required to become efficient in the use of the system, (c) increase in productivity by users who are efficient in utilizing the system, and (d) subjective evaluation of users’ attitude towards the system. Usability can also be defined as "the measure of the quality of a user's experience when interacting with a product or system — whether a Website, a software application, mobile technology, or any user-operated device" (Usability.gov, n.d.).

Usability is an important concept in systems development because it is equated to financial gain or loss. Systems with poor usability due to poor website design result in negative financial impacts (Tarafdar & Zhang, 2005). If a website is not usable many users will simply access another site that can meet their needs (Cappel & Huang, 2007). Customers most probably switch to the competitor’s sites (Cappel & Huang, 2007).

Landauer (1996 cited in Tarafdar & Zhang, 2005) said that the U. S. economy loses $30 billion every year in lost productivity due to insufficient use of usability engineering methods in system and website development. Poor website usability costs e-retailers approximately $4 billion in revenue, since many prospective customers do not complete the transactions that they have started. This is a big financial loss to organizations since they are investing millions of dollars in internal and external websites (Pearson & Pearson, 2008).

On the other hand, a usable website that supports customers is associated with higher firm performance (Saeed et al., 2002/3 cited in Pang et al., 2009), increased sales, higher levels of website traffic, improved user performance, increased use of specific features (Nielsen, 2000 cited in Pearson & Pearson, 2008), positive attitude toward online stores, increased stickiness and revisit rates, and stimulated online purchases (Green & Pearson, 2006). However, “despite advancements in technology and significant investments, it is commonly observed that web services implementing business processes have low usability” (Geczy et al., 2011, p. 131). This can be attributed from misalignment between natural characteristics of human interactions in the digital environments and their design and implementation (Geczy et al., 2011).

Numerous research articles attempted to address this problem. Preece et al. (2002) advocated the following design principles to achieve high usability: (a) visibility of system status, match between system and real world, user control and freedom, (b) consistency and standards, (c) user support to recognize, diagnose and recover from errors, (d) error prevention, (e) recognition rather than recall, (f) flexibility and efficiency of use, (g) aesthetic and minimalistic design, and (h) help and documentation.

Pearson & Pearson (2008) found out that ease of navigation is a critical component of website usability. Ease of navigation refers to “ease of finding what one desires and knowing where one is in the website” (Sindhuja & Dastidar, 2009, p. 58). It influences website usability (Tarafdar & Zhang, 2005). Ruffini (2001), Palmer (2002), Becker (2005), Seethamraju (2006), Tarafdar & Zhang (2007), Sindhuja & Dastidar (2009), and Zaharias & Poylymenakou (2009) also support this factor. Thus, websites can be improved with regard to navigation (Cappel & Huang, 2007).

Palmer (2002) found out that information content is associated with successful websites. Sindhuja & Dastidar (2009) also found out that information content has significance in the web context because a useful website gives a business-to-consumer (B2C) company a competitive advantage (Pearson & Pearson, 2008). Shneiderman (2005 cited in Pearson & Pearson, 2008) emphasized that website designers must go beyond user friendliness. Website designers should understand the needs of the users. The content of the website should deliver quality information to the users (Cooke, 2003). In other words, designers should look into the relevance (Pearson & Pearson, 2008), depth and breadth (Ruffini, 2001), accuracy (Seethamraju, 2006; Sindhuja & Dastidar, 2009), concurrency (Seethamraju,
and consistency (Sindhuja & Dastidar, 2009) of the information of a website. These ensure the good performance (Tara\text{f}dar & Zhang, 2007) and high usability (Tara\text{f}dar & Zhang, 2005) of a website.

A regular and consistently available website is one of the factors of a successful website (Tara\text{f}dar & Zhang, 2005). If a website is not available, then it cannot be used. If it cannot be used, then customers cannot conduct a transaction (Pearson & Pearson, 2008). Failure to transact greatly affects the performance of a website (Tara\text{f}dar & Zhang, 2007). It can be noted that customers perceive the quality of a web by its availability (Seethamraju, 2006). Thus, availability also influences the usability of a website (Tara\text{f}dar & Zhang, 2005).

Users feel anxious and lose satisfaction with the website if there is a prolonged delay to access online information (Tara\text{f}dar and Zhang, 2005). Nielsen (2000 cited in Pearson and Pearson, 2008) advocated that speed should be considered in designing a website since users’ attention diminishes if they will be waiting for more than 10 seconds. Thus, it was perceived as a factor of a quality website (Seethamraju, 2006) and it came out as a predictor of website usability (Tara\text{f}dar & Zhang, 2005).

Aesthetics is one of the design criteria in assessing a product (Flowers, 2005) and no business wants to be associated with dull and uninspiring designs (Blunden, 2003). Ruffini (2001) argued that the design of information, selection of graphics, and visual elements (that include color, text, and graphics) are directly related to the intended user. Cyr et al. (2009) found out that aesthetics was considered in a website design. Similarly, Brady & Phillips (2003) found out that an aesthetically pleasing site ranked the highest when the subject users were asked to predict which would be the easiest to use. It is interesting to note that majority of the subject users commented that color was a factor in ranking aesthetic appeal.

Moreover, some studies showed that web aesthetics had positive effects on activation of search on a website and on the intention to purchase on an online store (Wang et al., 2010). Banati et al. (2006) also found out that aesthetics contributed to improving the usability of the site. Becker (2005), Sindhuja & Dastidar (2009), and Zaharias & Poylymenakou (2009) also used this construct.

Different studies also showed that user characteristics can influence the usability of a website. Banati et al. (2005) argued that age could affect the usability of a website. For instance, Milne et al. (2005) said that older people were at risk of being digitally excluded since web content was inappropriately designed with age-related impairments. Milne et al. (2005) further said that the contents of the website were commonly aimed for youth who were technologically adept and familiar with Internet conventions. Mead et al. (2000) also disclosed that older computer users had lower library database search performance than younger adults with similar computer experience. In addition, Becker (2005) revealed that older people were encountering usability problems on e-government sites.

Milne et al. (2005, p. 560) attributed this to age since “the cluttering of small, difficult-to-identify items can make the fairly ubiquitous task of ‘pointing and clicking’ excessively demanding for many older people; that is, precise manual dexterity becomes more difficult with advanced age, particularly when motion is indirectly mapped from the mouse onto the screen.” Sun et al. (2005) confirmed this as they found out that age was a significant predictor of Internet use. More precisely, increased age was associated with less website experience (Laberge & Scialfa, 2005).

Milne et al. (2005) also said that uneducated users were at risk of being excluded as Internet users. As a result, website developers are advised to know the characteristics of the target audience such as their educational background (Ruffini, 2001). Meanwhile, effective design is not absolute since it depends on the skills of individual users (Sandvig & Bajwa, 2004). It is also important to know the user’s skills and experiences in using a computer and the Internet. Zhang et al. (2006) found out that the user’s skills and experiences were correlated with the user’s e-service satisfaction. They also affected the user satisfaction and the intention to use a website. Computer self-efficacy, as Pearson & Pearson (2008) called it, is the ability of an individual to use a computer. It is said that skilled users can perform the necessary work more effectively (Lee, 2008 cited in Lee et al., 2009).

Commitment to a website is the user’s intention to continue using the website in the future (Casalo et al., 2007). Hence, a skilled user who is not committed to use a website may result into low website usability. Conversely, a user who is committed to use a website is found to stick (repetitive visits to and use of a preferred website consistently in the future) in using a website (Li et al., 2006).
Finally, in the study of Bricolo et al. (2007) on the home Internet usage among the Italian families, web portals were the most visited site. Rieh (2004, p. 743) explained this finding since “as more people gain at-home access to the Internet, information seeking on the Web has become embedded in everyday life.” Thus, Internet access at home can be an influencing factor of website usability.

**Research Paradigm**

The foregoing literature review served as basis in formulating the research paradigm shown in Figure 3. The study proposed that the web portal usability could be influenced by (1) faculty-related factors and (2) web portal design-related factors. These factors were regressed, singly and in combination, with the dependent variable (Faculty Web Portal Usability) to determine whether the independent variables could affect the usability of the web portal.

Respondents were asked to rate their level of computer applications and Internet skills. These skills were needed to use the web portal successfully. There were 20 questions on this construct. Respondents were also asked to rate their commitment to the use (i.e., their long-term willingness in using the web portal) of the faculty web portal. The study also aimed at finding out whether respondents had Internet access at home.

Web portal design-related factors made up the second set of constructs. These were subdivided further into five (5) categories with the following definitions.

- **Ease of navigation** refers to the web portal design characteristic that ensures user’s clear understanding of the web portal structure. It allows the user to move easily from section of the portal to another.
- **Information content** is the web portal attribute pertaining to the relevancy, amount, and usefulness of information found in the web portal. It also refers to the mechanisms on how contents are disseminated.
- **Availability** depicts the duration of time as dictated by the system administrator or website owner that determines when a web portal is available to the user for access.
- **Speed** is the response time of the web server of the web portal on the different user’s activities.
- **Aesthetics** is the general look of the web portal. It includes various design attributes such as color, web pages layout, font styles and sizes, and general appearance.

Moreover, the independent variable (Faculty Web Portal Usability) was measured in terms of frequency of use (e.g., Palmer, 2002). It was divided further into academic transactions and online research.

**Hypothesis**

In accordance with the research paradigm (Figure 3), the null hypothesis given below was tested using statistical tools.

\[ H_0: \text{Faculty-related and Web portal design-related factors do not significantly affect faculty web portal usability.} \]

**Data and Methodology**

**Research Design, Locale, Subjects, Sampling Design and Procedure**

This descriptive study was conducted using self-administered questionnaire on faculty members who were selected through random sampling. Using the Sloven’s formula with a sampling error computed at 0.10, the minimum sample size of 80 was derived from the 400 faculty members employed at the University of the East-Manila during the First Semester of School Year 2007-2008. Sample size was increased by 37.5% to accommodate potential low completion rate.

Letters of request were sent to the five colleges of the University. All colleges participated in the survey. Twenty (20) survey questionnaires were distributed to each of the six (6) colleges of UE-Manila except College of Law with ten (10). Eighty-two (82) forms were retrieved and these were all used.
Research Instrument

Three experts validated the content of the questionnaire. Questionnaire pre-testing was conducted on 30 faculty members of the College of Computer Studies and Systems. They were selected in the questionnaire pre-testing because of their familiarity with the UE web portal. Modifications (e.g., inclusion and/or exclusion of confusing, leading, or irrelevant questions) were done based on three experts’ recommendations and on the results of pre-testing. After these modifications, the questionnaires were distributed to the faculty members of the six colleges of the University.

Faculty-related factors were composed of age, educational attainment, availability of internet access at home, level of computer applications and internet skills and commitment to the use of faculty web portal. Levels of computer applications and internet skills were measured using a 5-point scale ranging from “highly skilled” (5) to “not skilled” (1) (See Table 1) while commitment to the use of the faculty web portal was measured using a 5-point scale ranging from “highly committed” (5) to “not committed” (1) (See Table 1).
The web portal design-related factors, which dwelt on the perception of the respondents on how the features of the portal were appropriately designed for academic transactions (Figure 4-a) and online research (Figure 4-b), were likewise evaluated using a 5-point scale ranging from “highly evident” (5) to “not evident” (1) (See Table 1).

The frequency of weekly access was measured through a 5-point scale ranging from “very often” (5) to “never” (1) (See Table 1).

<table>
<thead>
<tr>
<th>Verbal Interpretation</th>
<th>Weight</th>
<th>Mean Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highly (skilled/committed/evident) / Very Often</td>
<td>5</td>
<td>4.51 – 5.00</td>
</tr>
<tr>
<td>Skilled/Committed/Evident / Often</td>
<td>4</td>
<td>3.51 – 4.50</td>
</tr>
<tr>
<td>Moderately (skilled/committed/evident) / Sometimes</td>
<td>3</td>
<td>2.51 – 3.50</td>
</tr>
<tr>
<td>Slightly (skilled/committed/evident) / Seldom</td>
<td>2</td>
<td>1.51 – 2.50</td>
</tr>
<tr>
<td>Not (skilled/committed/evident) / Never</td>
<td>1</td>
<td>1.00 – 1.50</td>
</tr>
</tbody>
</table>

Factor analysis and Cronbach’s alpha was used to determine the validity and reliability of the constructs, respectively. All constructs (See Table 2) were found to be valid (factor loading greater than 0.50) and reliable (above the minimum criterion of 0.70) (Pallant, 2001; George & Mallery, 2009).

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Number of questions</th>
<th>Factor loadings</th>
<th>Cronbach’s alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of Navigation</td>
<td>5</td>
<td>0.814</td>
<td>0.967</td>
</tr>
<tr>
<td>Information Content</td>
<td>5</td>
<td>0.883</td>
<td>0.891</td>
</tr>
<tr>
<td>Availability</td>
<td>5</td>
<td>0.847</td>
<td>0.923</td>
</tr>
<tr>
<td>Speed</td>
<td>5</td>
<td>0.838</td>
<td>0.965</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>5</td>
<td>0.840</td>
<td>0.963</td>
</tr>
<tr>
<td>Academic Transactions</td>
<td>4</td>
<td>0.931</td>
<td>0.872</td>
</tr>
<tr>
<td>Online Research</td>
<td>4</td>
<td>0.931</td>
<td>0.963</td>
</tr>
</tbody>
</table>

Results, Analysis and Evaluation

The Faculty-Related Factors

As seen in Table 3, most of the respondents were relatively young, were Master’s degree holders, were committed to the use of the faculty web portal, and had Internet access at home. It also shows that respondents were skilled in using different computer applications and the Internet (e.g., starting up, rebooting, and shutting down a computer, creating/deleting/renaming a file, downloading and uploading files, searching e-journals, etc.). The alpha value of this construct is 0.985.

<table>
<thead>
<tr>
<th>Faculty-Related Factors</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>Most of the respondents were in the age bracket of 30–39 (f=34, 41%).</td>
</tr>
<tr>
<td>Highest Educational Attainment</td>
<td>Most of the respondents attained master’s degree (f=54, 66%).</td>
</tr>
<tr>
<td>Level of Computer Applications and Internet Skills</td>
<td>Respondents are skilled in using different computer applications and the Internet (mean = 4.14).</td>
</tr>
<tr>
<td>Commitment to the Use of Faculty Web Portal</td>
<td>Respondents were committed (mean = 3.61) to the use of the faculty web portal.</td>
</tr>
<tr>
<td>Presence of Internet Access at Home</td>
<td>Sixty-six percent (f=54, 66%) of the respondents had internet access at home.</td>
</tr>
</tbody>
</table>
Meanwhile, as shown in Table 4, Availability got the lowest mean rating of 3.01 (moderately evident). Aesthetics got the highest mean rating of 3.73 (evident). The overall perception of the respondents yielded to 3.30 (moderately evident). This shows that faculty web portal with respect to design, content structure, and organization is moderately acceptable to the respondents.

However, respondents perceived that the design of the faculty web portal in accordance with the web the different web portal-related factors as moderately evident (grand mean = 3.30). According to Tarafdar & Zhang (2007), design factors, such as ease of navigation, information content, speed, and availability are characteristics of a website that highly influence usability. Unfortunately, these are perceived to be moderately evident. Follow-up questions showed that this is mainly because (a) respondents encounter dead links – links that do not function while surfing the web portal, (b) the portal moderately support downloading and uploading mechanisms of seat works, assignments, quizzes, etc., (c) electronic copies of research, thesis, and dissertations are not available online, and (d) no chatting facility.

<table>
<thead>
<tr>
<th>Web Portal Design-Related Factors</th>
<th>Mean</th>
<th>Verbal Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of Navigation</td>
<td>3.32</td>
<td>Moderately Evident</td>
</tr>
<tr>
<td>Information Content</td>
<td>3.35</td>
<td>Moderately Evident</td>
</tr>
<tr>
<td>Availability</td>
<td>3.01</td>
<td>Moderately Evident</td>
</tr>
<tr>
<td>Speed</td>
<td>3.10</td>
<td>Moderately Evident</td>
</tr>
<tr>
<td>Aesthetics</td>
<td>3.73</td>
<td>Evident</td>
</tr>
<tr>
<td><strong>Grand Mean</strong></td>
<td><strong>3.30</strong></td>
<td><strong>Moderately Evident</strong></td>
</tr>
</tbody>
</table>

Table 5 shows that faculty respondents only use the faculty web portal from time to time (grand mean = 2.74, Sometimes).

<table>
<thead>
<tr>
<th>Academic Transactions</th>
<th>Mean</th>
<th>Verbal Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downloading of Class List</td>
<td>3.00</td>
<td>Sometimes</td>
</tr>
<tr>
<td>Uploading of Lecture Materials</td>
<td>2.57</td>
<td>Sometimes</td>
</tr>
<tr>
<td>Student-Teacher Forums</td>
<td>2.39</td>
<td>Seldom</td>
</tr>
<tr>
<td>Evaluation Results</td>
<td>3.00</td>
<td>Sometimes</td>
</tr>
<tr>
<td><strong>Grand Mean</strong></td>
<td><strong>2.74</strong></td>
<td><strong>Sometimes</strong></td>
</tr>
</tbody>
</table>

Student-Teacher Forums yielded the lowest score of 2.39 (Seldom) while Downloading of Class List and Viewing of Evaluation Results got the highest scores of 3.00 (Sometimes). Faculty respondents use the faculty web portal only from time to time (grand mean = 2.74).

These findings can be attributed to the following reasons. (1) Respective Colleges give class lists to the faculty members and the faculty do not see the need to download the class lists, or if they do download the class lists, they just need to acquire a softcopy once. (2) Student evaluation is conducted once every semester. Therefore, viewing its results could happen at the later part of the semester. (3) Uploading of files through the web portal is only limited to one megabyte and limited only to a specific type of files (e.g., spreadsheet and PDF documents cannot be uploaded). (4) The nature of the present items of the portal does not require to be accessed on a daily basis, e.g., viewing of evaluation results and downloading of class lists. (5) There is lack of specific policy regarding the use of the portal. It can be noted that there is no University-wide existing policy regarding the use of faculty web portal.

Meanwhile, from Table 6, all online research materials were only used sometimes (grand mean = 2.72). The low usability of online research cannot be attributed to traditional research in the library. Library usage statistics showed that during the school years 2005-2006, 2006-2007, and 2007-2008, the daily average number of faculty who visits the library was only 15, 12, and 12, respectively.
Table 6. Frequency of Use as to Online Research

<table>
<thead>
<tr>
<th>Online Transactions</th>
<th>Mean</th>
<th>Verbal Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic Journals</td>
<td>2.71</td>
<td>Sometimes</td>
</tr>
<tr>
<td>Books</td>
<td>2.70</td>
<td>Sometimes</td>
</tr>
<tr>
<td>Articles</td>
<td>2.78</td>
<td>Sometimes</td>
</tr>
<tr>
<td>Case Studies</td>
<td>2.70</td>
<td>Sometimes</td>
</tr>
<tr>
<td><strong>Grand Mean</strong></td>
<td><strong>2.72</strong></td>
<td><strong>Sometimes</strong></td>
</tr>
</tbody>
</table>

It can be noted that even though faculty-respondents are skilled in performing various computer- and Internet-related activities, have a high sense of commitment to the use of the faculty web portal, and have internet connection at home (Table 3), the faculty web portal is still not used frequently. The faculty web portal log shows that out of 695 faculty members, only 12 (2%) logged on to the portal for January, 2008, 19 (3%) logged on February, 39 (6%) logged on March, 87 (12%) logged on June, 120 (17%) logged on July, and 55 (8%) for the first week of August.

Factors That Affect Faculty Web Portal Usability

Table 8 shows the stepwise regression of faculty web portal usability on faculty-related and web portal design-related factors. Only information content was found to be a significant predictor (beta = 0.57; \(p\)-value = 0.000) of faculty web portal usability. The adjusted \(R^2\) shows that 31% (Adjusted \(R^2 = 0.31\)) in the variation in usability of the faculty web portal was accounted to information content. The prediction was unlikely to have arisen from sampling error (\(F\)-value = 37.66, \(p\)-value < 0.01).

Table 8. Regression of Faculty Web Portal Usability on Faculty-Related and Web Portal Design-Related Factors

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Adjusted (R^2)</th>
<th>(F)-value</th>
<th>Beta</th>
<th>(p)-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information Content*</td>
<td>0.31</td>
<td>37.66</td>
<td>0.57</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*\(p\)-value < 0.01 level of significance

The result agreed with the study of Tarafdar & Zhang (2005) that information content influences web usability. It also supported the studies of Ruffini (2001), Palmer (2002), Seethamraju (2006), Tarafdar & Zhang (2007), Pearson & Pearson (2008), and Sindhuja & Dastidar (2009). It can be noted that information content refers to the website attribute pertaining to the variety, amount, quality, and usefulness of information found in the website, as well as various mechanisms on how information may be conveyed from one type of use to another. This is the main objective of the faculty web portal. Ensuring the comprehensiveness of the content of the web portal will help further realize the objectives of the web portal. This implies that in evaluating the effectiveness of a web portal, the questionnaire should surface the rich information content of a web portal.

Implications for Web Portal Developers

The finding shown in Table 8 implies that web portal programmers should develop a web portal based on the needs of the users. During the development phase of the web portal, direct users should be involved in the development to ensure that the elements in the portal are really needed. Banati et al. (2005) said that different stakeholders influenced website usability. Among these stakeholders are the actual users.

Users are viewed as important sources of knowledge (Axtell et al., 1997 cited in Sugar, 2001) in the development of the system. Thus, actual interviews, not intellectual guesses, should be deployed to direct users to ascertain their needs. This participatory design in the development of computer systems needs full participation from the users (Greenbaum & Kyng, 1991 cited in Sugar, 2001) since it can avoid confusion or irritation of the user (Sandvig & Bajwa, 2004). Knowing the target users (Ruffini, 2001; Flowers, 2005) and their needs can be done through focus group interview. This is found to be a very efficient and effective approach in designing a website (Choe et al., 2006).

For examples, Abdous (2005), in an attempt to achieve higher educational impact of the web portal, included faculty-centered tools such as syllabus generator and curriculum mapping tool. Gallant et al. (2007) employed participatory
design methods in the development of hospital websites. Wegener et al. (2004) designed a website for a library by putting themselves in their students’ shoes. In this manner, if web developers supplied contents relevant to the users during the portal development, then it can be expected that the web portal will be highly usable.

**Conclusion and Recommendations**

The results of the study show that among all the factors studied, only information content of the web portal design-related factors significantly affected faculty web portal usability. Thus, the null hypothesis stating that faculty-related and web portal design-related factors do not significantly affect faculty web portal usability is accepted except Information Content.

This study is considered to be a pioneering study in web portal usability in the Philippines. However, there are lots of gap in the literature to fill in. In the light of the limitations, findings, and conclusion presented, the following recommendations are set forth.

- The information content of faculty web portal can be enhanced. Include chatting capabilities, faculty e-mail query, researchers’ hub, or online book reservations. Involve faculty members in the development of the web portal. In other words, know the target users (Ruffini, 2001).
- Factors other than those studied here can be included such as ease of use (Hart et al., 2008; Ryan & Rao, 2008; Aljukhadar & Senecal, 2009), retention (Rodgers & Negash, 2007) and attitude (Aljukhadar & Senecal, 2009) towards using the web portal. Since humans dealt with a computer system, human factors, such as those stated earlier, might have effect on web portal usability. Also, instead of self-rated frequency of use, actual number of hours of use as indicator of frequency of use can also be utilized as the independent variable.
- Further investigation can be conducted to find out the causes of low usability of faculty web portal usability in spite of committed, internet-connected, and skilled faculty members. Thus, in accordance with the previous recommendation, qualitative-quantitative techniques can be utilized to investigate this.
- Further studies can investigate the usability of the web portal in two poles: one at the side of the faculty and the other at the side of the students. Usability of the two web portals can only be realized if the elements of the two web portals match.
- Though the study found out that respondents were not novice computer and Internet users, it is not clear whether they were novice web portal users. User experience categorized as novice, expert and professional can influence website usability (Banati et al., 2005).
- Proper training or orientation on the use of the faculty web portal should be conducted. Formulate the institutional policy on the use of the web portal. This could address the issue of novice users.
- User satisfaction as a measure of usability can also be investigated. This is necessary since user satisfaction guides the viewpoint of a user towards a website and hence its usage (Banati et al., 2006). Palmer (2002) and Abdinnour-Helm et al. (2005) used satisfaction as a measure of the performance of a website.
- This study did not deal on the usefulness and effectiveness of the web portal. Hence, usefulness of the portal based on its purpose (Ruffini, 2001) and its effectiveness (Tatnall, 2009) can be conducted.
- Lastly, an investigation of its reasons of adoption (or non-adoption), advantages and problems associated with its use (Tatnall, 2009) can also be initiated.
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Appendix

Guidelines for Web Portal Developers

1. Know your intended users. Know what they need, their skills, and their purpose of usage of the web portal.
2. Make an actual interview in a representative sample of the user.
3. Involve users in the development of the web portal. Make a constant interaction with them during the development and deployment phase of the web portal.
4. Ensure that educational materials, such as electronic journals, e-books, and other scholarly manuscripts are available and accessible on the web portal.
5. Ensure a reliable uploading and downloading mechanisms of the web portal. This will enable the faculty to upload academic files for students’ perusal.
6. Provide a reasonable memory space for uploading of files.
7. Ensure that the web portal can hold different types of files. It should not only be limited to word or PowerPoint documents.
8. Test the web portal before implementing to a representative sample. Testing the web portal to the actual user will identify the pitfalls of the software.
9. Provide orientation and help. All users will definitely pass through the stage of novice users. An orientation on the purpose, navigation, and usage of the web portal will be very beneficial to attain the web portal high usability.
10. Provide feedback mechanisms. The purpose and the problem of the usage of the web portal together with the emergence of new web technologies will make an existing portal obsolete. A feedback mechanism will greatly help in improving a web portal.
11. Develop a web portal that can log the actual hours of usage of the users. The actual hours of usage of the users are strong indication on the commitment to the use of the web portal. This is very beneficial on measuring the usability of a web portal.
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ABSTRACT

Web-based instruction programs are used by learners with diverse knowledge, skills and needs. These differences determine their preferences for the design of Web-based instruction programs and ultimately influence learners’ success in using them. Cognitive style has been found to significantly affect learners’ preferences of web-based instruction programs. However, the majority of previous studies focus on Field Dependence/Independence. Pask’s Holist/Serialist dimension has conceptual links with Field Dependence/Independence but it is left mostly unstudied. Therefore, this study focuses on identifying how this dimension of cognitive style affects learner preferences of Web-based instruction programs. A data mining approach is used to illustrate the difference in preferences between Holists and Serialists. The findings show that there are clear differences in regard to content presentation and navigation support. A set of design features were then produced to help designers incorporate cognitive styles into the development of Web-based instruction programs to ensure that they can accommodate learners’ different preferences.
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Introduction

The World Wide Web (Web) provides an extremely large and dynamic information resource (Ma, Pant, and Sheng, 2007) and is currently being applied extensively as an important means for information dissemination (Harumoto, et al., 2005). In other words, using the Web has become an essential part of our daily life (Kirkwood, 2008). In particular, Web-based Instruction (WBI) has become increasingly popular in educational settings (Brotherton and Abowd 2004). Due to such popularity, WBI programs are used by many different students, each of which has their own set of personal preferences because they have different backgrounds, knowledge, and skills. In other words, human factors, namely those individual characteristics that can potentially affect the design of human-computer interaction (Sears and Jacko, 2009), are a necessary consideration in the design of WBI programs. There are many human factors, such as cognitive styles (e.g., Chen and Macredie, 2004), gender differences (e.g., Roy and Chi, 2003) and prior knowledge (e.g., Mitchell, Chen, and Macredie, 2005). Among them, cognitive style, which describes and explains differences in the preferred strategies for information representation and processing among individuals (Riding and Rayner, 1998), is particularly widely studied in the area of WBI because it has been shown to have a great effect on learners’ preferences (Ford and Chen, 2001). The most widely studied cognitive style dimension is that of Witkin’s (1976) Field Dependence/Independence. As showed in previous studies (e.g. Chen and Macredie, 2004; Chen and Liu, 2008), the Field Dependence/Independence dimension has considerable effects on learners’ preferences for the design of WBI.

On the other hand, Pask’s (1979) Holist/Serialist dimension has conceptual links to the Field Dependent/Independent dimension and such links suggest that this dimension of cognitive style may also play an influential role in the design of WBI programs. As suggested by Ford (2000), the Holist/Serialist dimension has potential for adapting computing-based systems to the needs of each learner. However, previous literature has paid less attention to this dimension of cognitive style. Thus, there is a need to examine how the Holist/Serialist dimension affects learners’ preferences for the design of WBI programs. To this end, the study presented in this paper will investigate the influence of this particular cognitive style dimension on learners’ preferences for the design of WBI programs.

Furthermore, this study will apply data mining techniques to analyze the relationship between learners’ cognitive styles and the influence this has on their preferences for WBI programs because our previous work shows that employing the use of data mining techniques can help to identify relationships that were previously hidden by statistical analyses (e.g. Chen and Liu, 2008). Unlike our previous work, we, however, use multiple data mining techniques. Firstly, two families of classifiers are used to select relevant features and then three types of decision
trees are applied to illustrate learners’ preferences. With such an approach, this study will not only contribute to the understanding of how Pask’s (1979) Holist/Serialist dimension influences learners’ preferences, but also propose a new way to conduct data analyses.

In this vein, this paper begins by analyzing previous research relating to WBI and cognitive styles and continues by providing a background on the data mining techniques used in this study. The methodology used to conduct the empirical study is described in section 3, followed by the discussion of the findings in section 4. This section also suggests a set of design points drawn from the findings that should be included in an interface to account for learners’ cognitive styles. Conclusions are then presented in section 5 where suggestions for future work are also proposed.

Related Works

Web-Based Instruction

Web-based instruction (WBI) programs provide flexible teaching and learning environments for students through the provision of non-linear learning (Pituch & Lee, 2006), as students have the freedom to control their learning by themselves, for example, through the use of different navigational tools. Due to such freedom, WBI programs are very attractive to students. With the expanding usage of such programs, the ability to effectively match the interface design with the increased diversity in students’ preferences becomes vital to their success. Thus, there is a need to examine the influences of human factors, among a variety of which cognitive style has been identified as one of the most pertinent factors because it refers to a person’s information processing habits, representing an individual’s typical mode of perceiving, thinking, remembering, and problem solving (Messick 1976). It has also been suggested that matching cognitive styles to the design of WBI programs can lead to better learning performance (Ford and Chen, 2001).

In particular, previous studies found that Witkin’s (1976) Field Dependence/Independence affects how students react to WBI programs. For example, Lu, Yu, and Liu (2003) found that Field Dependent learners used teaching notes and class resources more than Field Independent learners. Lee et al (2009) found that Field Independent learners used the back/forward buttons more frequently and spent less time on navigation than their Field Dependent counterparts. Additionally, Field Dependent users were found to use the main menu more often and had more repeated visits. Chen and Liu (2008) found that Field Independent learners preferred the alphabetical index whilst Field Dependent learners preferred the hierarchical map. These clear differences permit designers to accommodate these preferences in interface designs, allowing for more effective use of WBI.

A detailed comparison of the differences between Holists and Serialists preferences can be seen in Table 1.

### Table 1: Differences between Holist and Serialist characteristics (Pask, 1979)

<table>
<thead>
<tr>
<th>Holists</th>
<th>Serialists</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Take a global approach and create conceptual links between objects early on.</td>
<td>• Take an analytical approach, examining individual topics before forming conceptual links.</td>
</tr>
<tr>
<td>• Are able to move between theory and real world examples from the beginning.</td>
<td>• Analyzes theory or real world examples separately, only joining together if necessary.</td>
</tr>
<tr>
<td>• Broad focus; likes to have more than one thing on the go at the same time.</td>
<td>• Narrow focus; prefers to focus on completing one task before moving on to the next.</td>
</tr>
<tr>
<td>• Internally directed.</td>
<td>• Externally directed.</td>
</tr>
</tbody>
</table>

In addition to the Field Independence/Dependence cognitive style dimension, another dimension of cognitive style, i.e., Pask’s Holist/Serialist (1979), was also found to be an influential factor to student learning. According to Pask’s description, Holists will adopt a style termed comprehension learning which involves building descriptions of what is known whereas the Serialists will adopt a style termed operation learning which is concerned with the mastering of procedural details (Pask, 1979). Additionally, Jonassen and Grabowski (1993) describe the Holists as preferring to process information in a ‘whole-to-part’ sequence. In contrast, Serialists are described as preferring a ‘part-to-whole’ processing of information. As shown in Ford’s study (1993), Holists strongly favored a global picture by using a map. On the other hand, Serialists preferred to use an index to access information. A detailed comparison of the differences between Holists and Serialists preferences can be seen in Table 1.
As shown in this Table, Holists will prefer to adopt a global approach and focus on piecing together a broad conceptual overview before then looking further to fit other details in, whereas Serialists prefer to use a local approach, examining one object at a time and only then concentrating on linking objects to the building of the conceptual map (Pask, 1979). More specifically, the former develop an overall and general understanding of the scope and structure of learning tasks at hand and gradually shift attention to details that fill in the structure while the latter would tackle individual details first, connect the separate topics, and finally form the overall picture (Ford, 2000). In other words, Holists share similar characteristics to those of Field Dependent users, who tend to emphasize on an overall picture of the subject content. Conversely, Serialists are like Field Independent users, who tend to build up procedural understanding step-by-step. In summary, these two dimensions of cognitive style have some similarities, but Pask’s Holist/Serialist (1979) is rarely examined in the area of WBI. To address this issue, this dimension of cognitive style is considered in this study. Unlike most of previous studies which used traditional statistics to analyze data, a data mining approach is applied in this study because it can discover hidden patterns (Chen and Liu, 2008).

Data Mining

Although data mining techniques are more traditionally applied in the areas of Bioinformatics or E-Business, there is an increasing interest in applying these techniques in educational settings with the aim of gaining a deeper understanding of students and their learning environments (Romero and Ventura, 2007). Lack of a deep and sufficient understanding in e-learning systems may prevent to deliver high-quality services, but data mining is helpful to bridge this gap (Ayesha, et al., 2010). Thus, some research attempted to use data mining techniques to e-learning systems, including personalizing distance education courses and e-text books (Romero and Ventura, 2007). For instance, Tang et al. (2000) constructed a personalized web tutor tree by using a key-word-driven text mining algorithm to select articles for distance learning students. Additionally, Chen, Li, Wang, and Jia (2005) used web content mining to develop an e-textbook where a ranking strategy was employed to evaluate the web page suitability and to extract concept features and build concept hierarchies.

These works demonstrate that data mining is advantageous to automatically model learners’ preferences. However, the analysis of the relationship between cognitive styles and the corresponding user preferences for WBI programs has mainly been investigated through statistical analyses (e.g. Graff, 2003), which require assumptions to be made beforehand, introducing bias if these assumptions are not entirely accurate. In contrast, data mining is discovery driven so there is no need to have any assumptions in advance (Romero and Ventura, 2007). More specifically, data mining is the search for valuable information within large volumes of data (Hand, Mannila, & Smyth, 2001). This valuable information can then be used to predict, model or identify interrelationships (Urtubia et al, 2007) without the need to predefine underlying relationships between dependent and independent variables (Chang and Chen, 2005). However, human preferences data is often ‘noisy’ and full of inaccurate information, which can lead to biased results. Therefore, a pre-processing step, such as feature selection, is necessary to sift through the data so that only the most relevant subsets are included in the mining process (Bishop, 1995).

Feature selection methods can be divided into two categories, including filters and wrappers. The former uses statistical methods to produce a ranking of features whereas the latter uses classifiers to evaluate small subsets based on the interactions between features (Yang and Olafsson, 2006). The wrappers generally perform better than the filters (Raman and Loerger, 2002) so the wrappers were taken into account in this study. However, the outcomes of the wrappers depend on the type of classifier used. For example, Bayesian Networks and Nearest Neighbour are two of the most popular families of classifiers. Classifiers from these families have different architectures and therefore have different biases associated with them. For example, Bayesian Network classifiers focus on features that maximize/minimize a scoring metric whereas those from the Nearest Neighbour family focus on features that are deemed the ‘closest’ by an imposed distance metric (Huan and Lei, 2005). This study addresses attempts to overcome this issue by comparing the accuracy of feature sets obtained using classifiers from various families, instead of choosing just one classifier or one family.

After the data has been pre-processed and contains only the most relevant features, classification, which is a data mining technique that uses algorithms to find models that describe a data class or concept (Han and Kamber, 2006), can be used to model the preferences of different types of learners. One of the most popular classification tools are decision trees, which are employed to discover rules and relationships by systematically dividing information.
-contained within data (Chen, Hsu and Chou, 2003). Data is classified by constructing tree-like structures through a series of Boolean functions, yes/no questions based on the characteristics of a set of variables, until a pre-defined level is reached. Thus, the hierarchical structure created can help researchers easily understand hidden relationships within the dataset (Lee et al, 2009). Decision trees have been widely used to classify user preferences. For example, Liu and Kešelj (2007) used decision trees to classify users’ Web navigational patterns with the aim of predicting which pages were more likely to be visited next.

Due to the success of decision trees in such studies, this study will use decision trees to illustrate the differences in preferences between Holists and Serialists. A review of existing literature shows that the most widely used decision tree algorithms include Classification and Regression Trees (CART, Breiman et al., 1984), C4.5 (Quinlan, 1993) and CN2 (Clark and Nibbet, 1989). A difference amongst these three algorithms is the process of model development. C4.5 algorithms split a tree model into as many results as necessary whereas the CART algorithm can only support binary splits. Unlike CART and C4.5, CN2 is a rule based algorithm that produces an ordered list of IF-THEN rules that can be visually demonstrated on a decision tree. Due to these differences, using a single decision tree may cause some biases. Thus, all of these three algorithms will be applied in this study and then we use the one which produces the highest accuracy to illustrate the different preferences of Holists and Serialists. By doing so, more reliable results can be obtained.

Methodology Design

Empirical Study

The research question examined in this study is how Holists and Serialists show different preferences to the design of a WBI program. The students from a UK university were invited to participate in the study by email. It was indicated in the email that all of the participants were requested to have the basic computing and Internet skills, e.g., the abilities of using a browser or a mouse. By doing so, they were able to interact with the WBI program used in this study. Finally, 65 students from various subject areas, including business, information science, and mathematics, volunteered to participate in this study. The sample was evenly divided between male (N=32) and female (N=33).

The empirical study consists of the following three steps:

1) Identification of Cognitive Styles: The participants’ cognitive styles were classified into Holist or Serialist by Ford’s Study Preference Questionnaire (SPQ), which had been used in several previous studies (e.g. Ford and Chen, 2000; 2001). The SPQ is an 18-item inventory for assessing students’ learning strategies. The participants were provided with two sets of statements, one on the left and the other on the right, which they were then asked to indicate their degree of agreement with either statement, or to indicate no preference (Ford, 1985). If participants agreed with over half of the statements related to Holists, they were classified as Holists. If they agreed with over half of the statements related to Serialists, they were classified as Serialists. If they agreed with an equal number of the statements related to Holists and Serialists, they were classified as Intermediate. According to these recommendations, the sample of 65 participants was evenly distributed, with 33 Holists and 32 Serialists, but there were no intermediate students.

2) Interaction with the WBI program: The participants were asked to explore the subject content of the WBI program for approximately 90 minutes. The subject content of the WBI emphasized on the practical skills of designing web pages, in this case, How to use HTML. In order to examine the preferences of different cognitive styles, the WBI program provided multiple navigational tools for each participant, including an alphabetical index, a hierarchical map, a main menu, section buttons and hypertext links within the text. Thus, the participants were given the freedom to explore the instructional material in the way preferred by them. Figure 1 illustrates the design of the WBI program.

3) Completion of a Questionnaire: The participants were requested to fill out a questionnaire so that their perceptions to the use of the WBI program can be identified. This instrument was chosen because it has the potential to collect cognitive and affective data quickly and easily (Kinshuk, 1996). The questionnaire was specifically used to examine the perceptions of different cognitive style groups. Therefore, we decided to design a questionnaire specifically for this study, instead of using existing questionnaire. The reliability of the questionnaire was found to be acceptable (α=0.81). The questionnaire consisted of 20 closed statements, which were designed to gathering specific quantitative information about students’ comprehension, preferences, and
satisfaction or dissatisfaction with the WBI program, including content presentation; interaction styles; functionality and usability; and difficulties and problems. All statements used a five-point Likert Scale consisting of: ‘strongly agree’; ‘agree’; ‘neutral’; ‘disagree’; and ‘strongly disagree’. The participants were required to indicate agreement or disagreement with each statement, by placing a check mark at the response alternative that most closely reflected their opinion.

Figure 1: The WBI program

Data Analysis

This study examines how cognitive styles affect the students’ preferences for the design of the WBI program. The students’ cognitive styles were recognized as Holists and Serials with Ford’s SPQ. Their preferences were identified with a questionnaire, which included 20 statements. The responses of the statements, where appropriate, were scored as 5 for “strongly agree”, through to 1 for “strongly disagree”. As described in Introduction, data mining was applied to analyze the students’ responses to the questionnaire. The data mining process included two different stages. The first stage involved classifiers from two different families, Bayesian Networks (BN) and Nearest Neighbour (NN). These two families were chosen because of their different natures. BN use conditional probability distributions to identify the relationship between a feature and a targeted variable. On the other hand, KNN focuses on features and instances that are deemed the ‘closest’ by an imposed distance metric (Gammerman, 1997). Three of the most widely-used classifiers from each of the two classifier families were used (Table 2). These classifiers were then used to select the most relevant questions (features) from the questionnaire that were related to the Serialist/Holist cognitive style dimension.

Table 2: Two Classifier Families

<table>
<thead>
<tr>
<th>Classifier Family</th>
<th>Classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian Networks (BN)</td>
<td>Bayesian Network (BNC)</td>
</tr>
<tr>
<td></td>
<td>Naive Bayes (NB)</td>
</tr>
<tr>
<td></td>
<td>Averaged-One-Dependent Estimates (AODE)</td>
</tr>
<tr>
<td>Nearest Neighbour (NN)</td>
<td>Nearest Neighbour (NNC)</td>
</tr>
<tr>
<td></td>
<td>k-Nearest Neighbour (KNN)</td>
</tr>
<tr>
<td></td>
<td>k-Star (K*)</td>
</tr>
</tbody>
</table>

In the second stage, the resulting six feature sets selected in the first stage were then used to build decision trees. Three of the most popular decision tree algorithms, including Classification and Regression Trees (CART, Breiman et al., 1984), C4.5 (Quinlan, 1993) and CN2 (Clark and Nibbet, 1989), were used to create decisions trees. They have been chosen because they are among the most popular, the most established and the best tested in previous research (e.g., Kim, et al., 2002).

To identify a reliable decision tree, cross validation was used to assess the accuracies of the decision trees produced with the aforesaid three decision tree algorithms. This is due to the fact that cross validation is a generally applicable
and very useful technique for accuracy estimation of data mining tasks. In particular, it is widely applied for decision tree induction (Blockeel and Struyf, 2002). It consists of partitioning a data into complementary subsets, performing the analysis on one subset (called the training set), and validating the analysis on the other subset (called the testing set). Multiple rounds of cross validation are performed using different partitions and then the accuracy results from each round are then averaged to produce the estimated accuracy. In this study, ten rounds were conducted because this value has been widely used when applying cross validation to different data mining tasks (Ruiz, Riquelme and Aguilar-Ruiz, 2006). According to the results of the cross validation, the decision tree with the highest accuracy was then used to illustrate how students’ cognitive style affects their preferences for the WBI.

Results and Discussion

The following section describes the results obtained from the method described in Section 3.2. Two steps were followed to obtain these results. Firstly, six classifiers from two different families were used to produce six feature sets containing only the most relevant features to Holists/Serialists. Secondly, three different decision tree algorithms were applied to produce decision trees, among which the one with the highest accuracy was then used to illustrate the effects of cognitive styles on learners’ preferences for WBI.

Feature Selection

Three classifiers each from both the Bayesian Network (BN) and Nearest Neighbour (NN) families were used to obtain six feature sets. As shown in Table 3, these six classifiers selected different sets of relevant feature. The Bayesian Network classifier (BNC) selected the fewest relevant features (n=7), whereas the Nearest Neighbour classifier (NNC) selected the most relevant features (n=13). Such results contribute to the understanding of the differences among these classifiers.

Out of the twenty original features, 19 of them were selected as relevant by one or more of the classifiers. More specifically, only Q13 (“Too many options let me feel confused which options I wanted”) was not selected by all of the classifiers. The feature that was commonly selected as relevant by all six classifiers was Q9 (“It is hard to use backward/forward buttons”). Three other features, Q2 (“Examples given in this tutorial are not practical”), Q14 (“After using this system I can easily use my knowledge to design home pages”) and Q18 (“It is easy to find a route for a specific task with the index”) were also commonly selected as relevant by five out of the six classifiers. As these four features were commonly selected by the majority of classifiers, this suggests that they are the most relevant in distinguishing the preferences of Holists and Serialists. In other words, back/forward buttons, examples and indexes are important features that need to be considered in the design of WBI to ensure that the different needs of Holists and Serialists can be accommodated.

Table 3: Relevant features selected

<table>
<thead>
<tr>
<th>No</th>
<th>Description</th>
<th>Bayesian Network Classifiers</th>
<th>Nearest Neighbour Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>BNC</td>
<td>NB</td>
</tr>
<tr>
<td>1</td>
<td>It is difficult to learn the basics of HTML using this tutorial without the help of a person.</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>2</td>
<td>Examples given in this tutorial are not practical.</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>3</td>
<td>I felt the structure of this tutorial is not clear.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>I sometimes got lost because the buttons made me feel confused.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>I spent a lot of time getting to know how to use this tutorial.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>I would have found it more helpful to be given a suggested route through this tutorial.</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>7</td>
<td>I would like to have more examples.</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
Classification

The classification stage involved two steps. Initially, three different decision tree algorithms were used to create decision trees. Secondly, the decision tree with the highest accuracy (the percentage to which how well the decision tree was able to accurately predict students’ cognitive styles) was employed to illustrate how cognitive style affected students’ preferences for the use of WBI programs.

Finding the most accurate feature set

Three decision tree algorithms, C4.5, CART and CN2, were used to produce decision trees with the six feature sets identified in the previous stage. In order to find the most accurate decision tree, firstly the average accuracy for each algorithm was calculated (Table 4). The idea here was that it was assumed that the decision tree with the highest average accuracy would be the best one to predict the preferences of each cognitive style. Although all three algorithms produced high accuracies, CN2 is the algorithm which produced the decision trees with the highest average accuracy.

Table 4: Classification Accuracies for the Feature Sets

<table>
<thead>
<tr>
<th>Feature Set</th>
<th>C4.5</th>
<th>CART</th>
<th>CN2</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN</td>
<td>70.77</td>
<td>79.83</td>
<td>80</td>
</tr>
<tr>
<td>NB</td>
<td>70.77</td>
<td>76.79</td>
<td>80</td>
</tr>
<tr>
<td>AODE</td>
<td>67.69</td>
<td>87.74</td>
<td>80</td>
</tr>
<tr>
<td>NN</td>
<td>72.31</td>
<td>76.79</td>
<td>80</td>
</tr>
<tr>
<td>KNN</td>
<td>70.77</td>
<td>76.79</td>
<td>80</td>
</tr>
<tr>
<td>K*</td>
<td>70.77</td>
<td>76.79</td>
<td>80</td>
</tr>
<tr>
<td>Average Accuracy</td>
<td>70.51</td>
<td>79.12</td>
<td>80</td>
</tr>
</tbody>
</table>
After identifying the algorithm which can produce the decision trees with the highest average accuracy, the most accurate feature set was then identified from those classified with the CN2 algorithm. Somewhat surprisingly, CN2 classified all six feature sets with the same accuracy of 80%.

*Illustrate student preferences with a decision tree*

As the most accurate algorithm (CN2) classified all feature sets with the same accuracy (80%), it was necessary to examine the decision trees produced using these feature sets. Five different trees were produced, with the NN and KNN feature sets producing an identical tree (Figure 2), which probably reveals the underlying structure of the students’ preferences revealed in this study. Moreover, this decision tree was found to include all of the information found by the other classifiers. Therefore, this decision tree is assumed to be the most accurate representation of preferences for all of those involved in the study. For this reason, this decision tree was chosen to illustrate the preferences of Holists and Serialists.

As showed in Figure 2, seven features are considered in the chosen tree to distinguish between the preferences of Holists and Serialists. In particular, three features illustrate this difference quite clearly: Q9, Q11 and Q6. Regarding Q9, learners that strongly agree or agree with “It is hard to use back/forward buttons” are classified as Holists. Conversely, Serialists show opposite opinions. Additionally, learners who strongly agree with Q11 (“The links provided in this tutorial help me discover relationships between different topics”) are classified as Holists and those who strongly disagree with this are classified as Serialists. Furthermore, those users who strongly disagree with Q6 (“I would have found it more helpful to be given a suggested route through this tutorial”) are classified as Holists whereas those that agree with this are classified as Serialists.

The results of these three features indicate that Serialists and Holists have different preferences for their navigational styles. The former prefer to follow a linear pattern by having a suggested route or looking at the subject content step-by-step with back/forward buttons. Conversely, the latter tend to take a non-linear pattern by ‘jumping’ between different levels of subject contents with hypertext links (Jonassen and Grabowski, 1993) so they find it difficult to follow a sequential method to locate information with back/forward buttons. This is in agreement with previous literature as Serialists prefer to be given a suggested browsing pattern to direct them while Holists generally tend to use a complex linking system to find their own way (Ford et al, 1999).

The aforementioned findings demonstrate that Holists and Serialists have different preferences for the design of the WBI program. However, they share a similar preference for Q2. If a learner strongly agrees that the examples given in this tutorial are not practical, they can be a Holist or Serialist. In other words, both types of learners consider that...
the examples need to be more practical. This is probably because practical examples can help them transfer knowledge into an activity (Ford & Chen, 2000). Thus, providing a concrete example may be a useful way to enhance student learning within WBI, regardless of whether they are Holists or Serialists.

Converting the Decision Tree into Decision Rules

Table 5 shows the list of rules converted from the chosen decision tree in Figure 2. As shown in this table, different rules are associated with the responses of different cognitive styles and each cognitive style is associated with more than one rule. There are six rules for Holists and five rules for Serialists. These rules can be applied to automatically suggest a student’s cognitive style based on his/her preferences, which could be used to support the development of personalized WBI programs that accommodate the needs of each individual.

<table>
<thead>
<tr>
<th>Cognitive Style</th>
<th>Decision Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Holist</td>
<td>If learner strongly agrees that it is difficult to learn the basics of HTML without the help of a person, they are Holist.</td>
</tr>
<tr>
<td></td>
<td>If learner strongly agrees that the examples given in this tutorial are not practical, they are Holist.</td>
</tr>
<tr>
<td></td>
<td>If learner strongly disagrees that they would have found it more helpful to be given a suggested route through the tutorial, they are Holist.</td>
</tr>
<tr>
<td></td>
<td>If learner strongly agrees or agrees that it is hard to use backward/forward buttons, they are Holist.</td>
</tr>
<tr>
<td></td>
<td>If the learner strongly agrees that the links provided in this tutorial helped to discover the relationships between topics, they are Holist.</td>
</tr>
<tr>
<td></td>
<td>If the learner strongly disagreed to the fact that the tutorial allowed them to learn topics in any order, they are Holist.</td>
</tr>
<tr>
<td>Serialist</td>
<td>If learner agrees that the examples given in this tutorial are not practical, they are Serialist.</td>
</tr>
<tr>
<td></td>
<td>If learner agrees that they would have found it more helpful to be given a suggested route through the tutorial, they are Serialist.</td>
</tr>
<tr>
<td></td>
<td>If learner strongly disagrees that it is hard to use backward/forward buttons, they are Serialist.</td>
</tr>
<tr>
<td></td>
<td>If the learner strongly disagrees that the links provided in this tutorial helped to discover the relationships between topics, they are Serialist.</td>
</tr>
<tr>
<td></td>
<td>If the learner agrees that it is easy to find a route for a specific task within the index, they are Serialist.</td>
</tr>
</tbody>
</table>

Implications for System Design

The decision rules provided in Table 5 suggest that Holists and Serialists do demonstrate different preferences for the design of WBI programs. This implies that WBI programs should be developed to support the unique needs of each cognitive style group. More specifically, the WBI programs should offer multiple functionalities to accommodate the different needs of Holists and Serialists. In this section, we discuss some design solutions to support the needs of Holists and Serialists.

Design for Holists

Holists felt difficult to use this WBI program without the help of a person. In other words, there is a need to provide Holists with additional human support. To address this issue, instructors can create an email list that includes all the email addresses of the students taking the same WBI program so the students can discuss their problems and share their experience with their classmates by using this email list. Additionally, Holists thought that the links can help them discover the relationships between topics so the WBI program should present rich links to them. However, rich links may increase cognitive overhead. Thus, there is a need to use annotation, which provides additional information
about the destination of a link prior to selection (Hohl, Becker, and Gunzenhauser, 1996). Such annotation can work as a visual cue to help students decide whether the link should be followed with profit or should not yet be followed.

**Design for Serialists**

Unlike Holists, Serialists prefer to have a suggested route so backward/forward buttons may be a useful way for them to look for information sequentially. To help them find backward/forward buttons easily, these buttons should be clearly labeled and they are consistently located in a same place of every page. The other way to provide a suggested route for Serialists is direct guidance, which offers straightforward advice or instruction to guide students’ actions. More specifically, the WBI programs offer a link or button which leads to a suggested page to read next (Brusilovsky and Millán, 2007). On the other hands, rich links may not be suitable to Serialists so we may need to use links hidden to restrict navigation space for them. More specifically, links hidden can help Serialists easily to identify which pages should be visited at the given moment and which should not so that they can be protected from the complexity of the unrestricted hyperspace.

**Concluding Remarks**

Understanding students’ preferences is useful to both teaching and learning (Graf, Kinshuk, and Liu, 2009). The aim of this study was to investigate how cognitive style affects learners’ preferences for the design of WBI programs. In using a data mining approach, the findings suggest that a learner’s cognitive style tend to determine their preferences for the design of the WBI programs. Holist learners preferred the provision of additional teaching support in the form of a person. In addition, Holists also preferred to have hypertext links within the subject content that allowed them to find relationships between topics. On the other hand, Serialists preferred a suggested route through the subject content, the facilities of back/forward buttons and an index. However, both Holists and Serialists were found to appreciate practical examples.

The contributions of this study lie within its theory and methodology. In terms of the former, this study strengthens the understanding of the differences in preference between Holists and Serialists. However, it was very small-scaled though there is no minimum limit for the classifiers used in this study. Further work needs to be undertaken with a larger sample to provide additional evidence especially when a data mining approach is used to conduct data analyses. In terms of the latter, we do not only proposes a novel data mining approach that integrates feature selection and decision trees for effectively selecting and visualizing the most relevant features within a dataset, but also contributes to the knowledge of the differences among the six classifiers used for feature selection and those among the three decision tree algorithms applied for classification in this study. Nevertheless, only two families of classifiers and three decision tree algorithms were considered in this study. Such limited classifiers and decision tree algorithms may cause some bias. Thus, there is a need for further works to take into account more types and families of classifiers or other types of classification algorithms to enhance the effectiveness of this data mining approach.
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Teaching Online: Tools and Techniques, Options and Opportunities belongs to the praised Delta Teacher Development Series which has become one of the most innovative and important resources for ELT professionals in the past few years. This book is designed to reach a wide variety of readers immersed in the teaching of the English language at all levels. Not only will it be useful for professionals who are already experts in online tools and environments, but also for educators whose teaching methodologies have not yet included online or computer based activities and tasks. Thus, this work is aimed at a wide range of audience, from beginners who may not feel sure about the use of computer technologies in class, to advanced users who look forward to learning new teaching practices related to this field. Teaching Online: Tools and Techniques, Options and Opportunities is also commendable because it is clear, reassuring and motivating because it removes the terms “complexity” and “difficulty” from the general understanding of online teaching.

The book is divided into three main sections (A, B, and C) that cover the basic rudiments to start an online course, a lot of practical activities to be carried out by both teachers and students, and possibilities for further online development. Section A deals with the growing importance of online teaching and learning, as well as the different possibilities to establish courses depending on the level of online work. The reader is informed of the differences between online learning and blended learning, (combining both face-to-face and online learning elements) and its advantages and disadvantages. The authors then highlight the importance of organisation regarding different aspects such as the number of classes a week, duration of the course, and the type of students. Having taken into account these elements, the reader is guided to reflect on the amount and purpose of online components in the course, the role of the teachers themselves, different learning scenarios and options to establish the most suitable type of course depending on the variables mentioned beforehand (mainly face-to-face, half-and-half, and mainly online).

Section A also highlights the importance of the right choice of software for the online sections. The use of a Virtual Learning Environment (VLE) is mainly recommended to deliver the online course content, apart from other course site tools such as Social Networking Sites, Wikis and Discussion Groups. These “Web 2.0” tools are expanded and studied in depth where the reader is presented with a wide array of free activity tools ranging from the traditional blogs and word clouds to the more advanced screen capture tools and shared whiteboards. Finally, this section informs the reader of the importance of the human factor when working on the online part of a course. Aspects of meeting and greeting, setting of objectives, celebration of achievements, deadlines, manners and netiquette are brought to the front so that the potential online teacher knows how to act and establish the basic grounds for online co-existence.

Section B offers a varied set of practical activities with possible variations, follow-up tasks, and feedback options designed to cover the whole duration of the course. To attain the goal of clarity and easy accessibility, the authors have divided this section into five chapters. The first subsection, “The Starting Line”, is designed to facilitate the process of the teacher getting to know the learners online and the learners getting to know themselves. In addition, the reader is given effective advice on how to make this initial period of the course easier by means of, for example,
creating a strong sense of community. Then, the authors propose twelve different activities with clear outlines and purposes which makes use of the different tools already explained in Section A. The second chapter, “Reading and Writing Online”, offers twenty-one activities for these two skills, which are usually thought to be the easiest to teach online because they are supposed to be individual processes. The authors do not agree with this point of view and, thus, make an emphasis on the most difficult aspect of teaching Reading and Writing online: the engagement of the students in interactive, encouraging tasks oriented to both skills and the reinforcement of the learners’ community by providing private and public places of contact.

The third chapter, “Listening and Speaking Online”, is arguably the most successful section in the book. Teaching the skill of Listening online does not pose any serious difficulty, since there are lots of available resources and materials for teachers and learners. However, the skill of Speaking is really challenging because the most typical set of activities are “listen and repeat” ones. The authors propose eighteen activities (from less demanding to more demanding ones) to cover both skills starting with two listening tasks which use generic sites. Afterwards, the book focuses on individual speaking activities and, finally, group speaking tasks. The fourth chapter, “Language and Evaluation Online”, suggests language work and assessment methods that can be performed online individually or as a group in meaningful and communicative ways. Nineteen activities are proposed for such objectives. They are easily adaptable and implementable to any course regardless of its level and content. The fifth chapter, “The Finishing Line”, offers four activities aimed to provide teachers with tasks to draw their course to an end with a sense of closure. In fact, the final activity is designed to make learners reflect on their learning process and proposes teachers to encourage them by suggesting online resources to continue learning.

Finally, Section C remarks that the improvement of the internet has provided teachers with huge development opportunities worldwide. As the authors state, knowledge is not only in the hands of a few experts and we can share tips, strategies, techniques, etc. with colleagues working in different countries with different contexts. As a means to facilitate this educational exchange, the book lists six different discussion groups and recommends teachers to join and contribute to them. The authors, then, investigate the field of Development Courses and give readers some tips to select the most appropriate one. Furthermore, online conferences are still a key means of teachers’ development for the authors and they include their favourite ones, ranging from a one-hour webinar to a four-day international conference. Blogging and Micro-Blogging are also mentioned in this section along with their differences and the authors’ favourites. E-Portfolios are explained in-depth regarding their intended audience, the tool the teacher is going to use, its sharing, and distribution. Lastly, Personal Learning Networks (PLN) are also part of this final section and are dealt with in a clear accessible way, so that readers do not get lost in this sea of technology and development.

In conclusion, Teaching Online. Tools and Techniques, Options and Opportunities is highly recommendable to any person dealing with the teaching of English. Its clear structure and its motivating tone engages readers who will be willing to incorporate these tools, techniques and activities in their teaching practice, since they encompass the four skills and even go beyond the mere teacher-learner relationship. Moreover, the recommended activities are highly adaptable to any level, and they facilitate the creation of new activities and class dynamics by teachers themselves. It is remarkable the ease with which the authors tackle this topic of online teaching and the demystification it is subjected to in the book, making it accessible to anyone curious enough to explore a new field that is not as complex as it appears to be. Finally, although oriented to English language teaching, it cannot be denied that it is also applicable to the teaching of any language, since the activities are not only restricted to one language. To sum up, this book is a must-read for anyone interested in incorporating computer technology and the internet in class.